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ABSTRAKT 

Teoretická část diplomové práce se skládá ze dvou hlavních oddílů. První z nich poskytuje 

stručný přehled o teorii svazů, přičemž rozebírá vlastnosti jednotlivých typů uspořádaných 

množin. Druhá část teoretické části se zabývá formální konceptuální analýzou, jejími ma-

tematickými základy a způsoby grafické interpretace. 

Praktická část pojednává o  obecných metodách vývoje a návrhu internetových stránek a 

jejich zpracování pomocí webových analytik. Na tyto metody je aplikována formalní kon-

ceptuální analýza.  

 

Klíčová slova: Teorie svazů, formální konceptuální analýza, webová analytika, vývoj in-

ternetových stránek, struktura internetových stránek   

 

 

 

ABSTRACT 

Theory of the master thesis consists two main sections. The first one provides a brief over-

view of the lattice theory and discusses the characteristics of different types of ordered 

sets. The second section of theory deals with the formal concept analysis, its mathematical 

foundations and methods of graphical interpretation. 

Analysis discusses using formal concept analysis as general method for processing web-

sites. There are described general methods for designing websites and its main structure. 

The next section shows application formal concept analysis on these methods. 

 

Keywords: Lattice theory, formal concept analysis, web analytics, web development, web-

site structure
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INTRODUCTION 

Internet is today considered to be largest information medium. But it is not only in-

formation medium. Internet has become the best place for business and advertisement. 

With explosive growth of Internet grows the number of people using this service. The 

number of searched keywords, browsed websites, clicked links, shown pictures videos and 

downloaded files is increasing every day. Using Internet is needed by owners of websites, 

expecially visiting their sites. They must be careful about mystification their visitors – it is 

not allowed. Generally there is only one chance to give them the best. Other chance do not 

have to be next time. It means lost potential clients, fans or users of their product.  Owner 

of website must be sensitive towards his potencial visitors to adjust it for them. Web ana-

lytics employ oneself in understanding of Internet visitors and users. 

Web analytics is the measurement, collection, analysis and reporting of internet data 

for purposes of understanding and optimizing web usage. This internet data is able to get 

by analytics tools. Analytic tools can measure and collect data of visitors from owner’s 

websites. Owner gets all the collected data in the acceptable form. The next part of web 

analytics process is analyzing the data. It can be units, tens or thousands records. So it can 

be time-consuming process. At the end of the data analyzing by human can be everything 

different. Owner often analyzes data with his best decisions. As a result of conclusions 

have not to be good optimization for the websites. 

This thesis show how to better analyzing with using mathematical model called For-

mal Concept Analysis. Formal Concept Analysis works with objects and their attributes 

e.g. data what we get with analytic tools. It is technice based on ordered lattice theory. 

The aim of present paper is to present new method of analyzing and reporting in web ana-

lytics. It purposes better web personalization with using Formal Concept Analysis. First of 

all, it is described lattice theory to understanding. In the second part of this work is get 

general methods for design the website and mainly parts of website. Then will be appli-

cated formal concept analysis to those methods, particularly to web analytics. Here we can 

see application of formal concept analysis on the practical examples. Every final conclu-

sion is visualized in user-friendly graphs.   
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I.  THEORY 
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1 LATTICE THEORY 

This section contains some of the basic definitions of lattice theory and order theory  

[1,2,3]. 

1.1 Ordered set 

An ordered set is a set equiped with a special type of binary relation. Recall that ab-

stractly a ninary realtion on a set P is a just subset 

𝑅𝑅 ⊆ 𝑃𝑃 ×  𝑃𝑃 = {(𝑝𝑝, 𝑞𝑞):𝑝𝑝, 𝑞𝑞 ∈ 𝑃𝑃}.𝑝𝑝, 𝑞𝑞 ∈ 𝑅𝑅 

Simply means that “p is related to 𝑞𝑞 under 𝑅𝑅”. A binary relation 𝑅𝑅 thus contains all the 

pairs of points that are related to each other under 𝑅𝑅. For any binary relation 𝑅𝑅 is this text 

we will write 𝑝𝑝𝑝𝑝𝑝𝑝 instead of (𝑝𝑝, 𝑞𝑞) ∈  𝑅𝑅 however 𝑝𝑝 is related to 𝑞𝑞 via 𝑅𝑅. The relations of 

most interest to us are order relations. 

Definition 1.1 An ordered set (or partially ordered set or poset) is an ordered 

pair (P, ≤) of a set 𝑃𝑃 and a binary relation ≤ contained in 𝑃𝑃 ×  𝑃𝑃, called the 

order (or the partial order) on 𝑃𝑃, such that 

1. The relation ≤ is reflexive. That is, each element is related to itself; 

∀𝑝𝑝 ∈  𝑃𝑃 ∶  𝑝𝑝 ≤  𝑝𝑝. 

2. The relation ≤ is antisymmetric. That is, if 𝑝𝑝 is related to 𝑞𝑞 and 𝑞𝑞 is related 

to 𝑝𝑝, then 𝑝𝑝 must equal 𝑞𝑞; 

∀𝑝𝑝, 𝑞𝑞 ∈  𝑃𝑃 ∶  [(𝑝𝑝 ≤  𝑞𝑞)  ∧  (𝑞𝑞 ≤  𝑝𝑝)] ) ⇒  (𝑝𝑝 =  𝑞𝑞). 

3. The relation ≤ is transitive. That is, if 𝑝𝑝 is related to 𝑞𝑞 and 𝑞𝑞 is related to 

𝑟𝑟 , then 𝑝𝑝 is related to  ; 

∀𝑝𝑝, 𝑞𝑞, 𝑟𝑟 ∈  𝑃𝑃 ∶  [(𝑝𝑝 ≤  𝑞𝑞)  ∧  (𝑞𝑞 ≤  𝑟𝑟 )] ) ⇒  (𝑝𝑝 ≤  𝑟𝑟 ). 

The elements of 𝑃𝑃 are called the points of the ordered set. Order relations introduce 

a hierarchy on the underlying set. The statement “𝑝𝑝 ≤  𝑞𝑞” is read “𝑝𝑝 is 

less than or equal to 𝑞𝑞” or “𝑞𝑞 is greater than or equal to 𝑝𝑝”. The antisymmetry 

of the order relation ensures that there are no two-way ties (𝑝𝑝 ≤  𝑞𝑞 and 𝑞𝑞 ≤  𝑝𝑝 
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for distinct 𝑝𝑝 and 𝑞𝑞) in the hierarchy. The transitivity (in conjunction with antisymmetry) 

ensures that no cyclic ties (𝑝𝑝1 ≤  𝑝𝑝2 ≤ · · · ≤  𝑝𝑝𝑛𝑛 ≤  𝑝𝑝1 for distinct 

𝑝𝑝1,𝑝𝑝2, . . . , 𝑝𝑝𝑛𝑛) exist. We will also use the notation 𝑞𝑞 ≥  𝑝𝑝 to indicate that 𝑝𝑝 ≤  𝑞𝑞. 

In keeping with the idea of a hierarchy, we will say that p, q 2 P are comparable 

and write 𝑝𝑝 ~ 𝑞𝑞 iff 𝑝𝑝 ≤  𝑞𝑞 or 𝑞𝑞 ≤  𝑝𝑝. We will write 𝑝𝑝 <  𝑞𝑞 for 𝑝𝑝 ≤  𝑞𝑞 and 𝑝𝑝 ≠  𝑞𝑞. 

In this case we will say 𝑝𝑝 is (strictly) less than 𝑞𝑞. An ordered set will be called 

finite (infinite) iff the underlying set is finite (infinite). 

In many disciplines one investigates sets that are equipped with a structure. In 

cases where no confusion is possible it is customary to not mention the structure 

explicitly. Since mostly there will be no confusion possible, we will do the 

same and often not mention the order explicitly. A phrase such as “Let 𝑃𝑃 be an 

ordered set” normally will mean that 𝑃𝑃 carries an order that is usually denoted by 

≤. In case we have several orders under consideration, they will be distinguished 

using subscripts or different symbols. When we have to talk about orders, we will 

automatically assume that a property of an order is defined in the same way as a 

property of the ordered set and vice versa. 

 

1.2 Diagram 

Having defined ordered sets as sets equipped with a certain type of relation, we 

are ready to investigate these entities. Yet it would be helpful to have a visual aid 

to work with ordered sets. A picture often says more than a thousand words. Such 

a visual aid is inspired by graph theory, so let us quickly review what a graph is. 

Definition 1.2 A graph 𝐺𝐺 is a pair (𝑉𝑉,𝐸𝐸) of a set 𝑉𝑉 (of vertices) and a set 

𝐸𝐸 ∈  {{𝑎𝑎, 𝑏𝑏} ∶  𝑎𝑎, 𝑏𝑏 ∈  𝑉𝑉} (of edges). 

This is a perfectly fine definition. However when working with graphs most 

people think not of the set theoretical entities of Definition 1.2.. Instead they 
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visualize an entity such as shown in Figure 1. a). The connection is simple: For 

each vertex 𝑣𝑣 ∈  𝑉𝑉 we put a point in the plane (or in 3-space) to represent the 

vertex. For any two vertices 𝑣𝑣,𝑤𝑤 ∈  𝑉𝑉 we join the corresponding points with a 

line (an edge) that does not touch any other points iff {𝑣𝑣,𝑤𝑤}  ∈  𝐸𝐸. In this fashion 

we have a good visual tool for the work with graphs and also a way to translate real 

life problems into mathematics (road networks for example can be modeled using 

graphs). We could now do the same thing for orders. Put points in the plane or 3- 

space and join related points with edges. Arrows could indicate the way in which 

points are related. This idea would have two shortcomings. First, the hierarchical 

structure of the order may be hard to detect and second, there will be many lines 

that can be considered superfluous because of transitivity. We shall tackle the 

second problem first. 

Definition 1.3 Let 𝑃𝑃 be an ordered set. Then 𝑝𝑝 ∈  𝑃𝑃 is called a lower cover of 

𝑞𝑞 ∈  𝑃𝑃 (and 𝑞𝑞 is called an upper cover of 𝑝𝑝) iff 𝑝𝑝 <  𝑞𝑞 and for all 𝑧𝑧 ∈  𝑃𝑃 we have 

that 𝑝𝑝 ≤  𝑧𝑧 ≤  𝑞𝑞 implies 𝑧𝑧 ∈  {𝑝𝑝, 𝑞𝑞}. In this case we write 𝑝𝑝 ≺  𝑞𝑞. Points p and q 

that satisfy 𝑝𝑝 ≺  𝑞𝑞 or 𝑞𝑞 ≺  𝑝𝑝 will also be called adjacent. 

Example 1.4 To become familiar with the covering relation, consider. 

1. In the power set Ρ({1, . . . , 6}) the set {1, 3} is a lower cover of {1, 3, 5}, 

but it is not a lower cover of {1, 2, 3, 4}. 

2. In ℤ each number 𝑘𝑘 has exactly one upper cover (𝑘𝑘 + 1) and one lower 

cover (𝑘𝑘 −  1). 

3. Whether two elements are covers of each other depends on the surrounding 

universe. 2 is not an upper cover of 0 in ℤ, but it is an upper cover of zero 

in the set of even numbers. Similarly {1, 2, 3, 4} is an upper cover of {1, 3} 

in the set of subsets of {1, . . . , 6} that have an even number of elements. 

4. In infinite ordered sets, elements may or may not have covers. Consider that 
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in ℝ and ℚ no two elements are covers of each other. 

 

The covering relation carries no superfluous information. It is the smallest relation 

that carries all the information for a given finite order. To visually incorporate 

the hierarchy, we only have to impose an up-down direction. The resulting tool 

that is analogous to the sketch of a graph is the Hasse diagram. Its main use is, 

because of the difficulty indicated in Example 1.2.3, part 4, for finite ordered sets. 

 

Figure 1 a) The complete graph with five vertices K5, b) The diagram of an 

ordered set (the set P2 in [3]), c)–e) Three diagrams for the same ordered set 

(points to be identified by an isomorphism have the same letters), f) The “diagram” 
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of an infinite ordered set (this “spider”, as Rutkowski named it, is taken  from 

[5]). 

 

Definition 1.5 The (Hasse) diagram of a finite ordered set 𝑃𝑃 is the ordered 

pair (𝑃𝑃,≺), where ≺ is the lower cover relation as defined in Definition 1.3. 

 

Again a perfectly reasonable mathematical definition which gives rise to the 

following possibility for visualization (cf. Figure 1, b-e). 

 

1. Draw the points of 𝑃𝑃 in the plane (or in 3-space, or on some surface) such 

that if 𝑝𝑝 ≤  𝑞𝑞, then the point for 𝑞𝑞 has a larger 𝑦𝑦-coordinate (𝑧𝑧-coordinate) 

than the point for 𝑝𝑝, 

2. If 𝑝𝑝 ≺  𝑞𝑞, draw a line or curve (an edge) between the points corresponding 

to 𝑝𝑝 and 𝑞𝑞 such that 

• The slope of the edge (or 𝜕𝜕
𝜕𝜕𝜕𝜕

 if we are in 3-space and just assume that 

our connecting curves are somewhat smooth) does not change its sign and 

• The edge does not touch any points of 𝑃𝑃 except those corresponding 

to 𝑝𝑝 and 𝑞𝑞. 

 

Do not join any other pairs of points by edges. 

 

For purpose of illustration consider Figure 1, part b). We can easily read off 

the comparabilities in the diagram shown. For example, 𝑎𝑎 ≤  𝑑𝑑, since there is an 

edge from 𝑎𝑎 to 𝑑𝑑 and 𝑎𝑎 is lower than 𝑑𝑑.We also have 𝑎𝑎 ≤  𝑘𝑘, since there is an edge 

going up from 𝑎𝑎 to 𝑒𝑒 and another going up from 𝑒𝑒 to 𝑘𝑘. This means 𝑎𝑎 ≺  𝑒𝑒 ≺  𝑘𝑘 and 

by transitivity 𝑎𝑎 ≤  𝑘𝑘. The knowledge that order relations are transitive allows us 
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to avoid drawing some edges that would only clutter the picture. Just imagine all 

the edges (𝑎𝑎,ℎ), (𝑎𝑎, 𝑖𝑖 ), (𝑎𝑎, 𝑘𝑘), (𝑏𝑏, ℎ), (𝑏𝑏, 𝑖𝑖 ), (𝑏𝑏, 𝑘𝑘), (𝑐𝑐, 𝑖𝑖 ), and (𝑐𝑐,𝑘𝑘) added to the 

picture. It would be quite confusing. Also note that from Figure 1 part b) we see 

that 𝑐𝑐 ≰  ℎ. Indeed, even though there is an edge from 𝑐𝑐 to  , an edge from 𝑓𝑓 to 

𝑎𝑎, an edge from 𝑎𝑎 to 𝑑𝑑 and an edge from 𝑑𝑑 to ℎ, not all the edges are traversed in 

an upward direction in the trail just described. The edge from f to a is traversed 

downwards (from 𝑓𝑓 to 𝑎𝑎), meaning that 𝑐𝑐 ≺  𝑓𝑓 ≻  𝑎𝑎 ≺  𝑑𝑑 ≺  ℎ. Transitivity cannot 

be applied to this sequence (and not to any other such sequence) and so 𝑐𝑐 ≰  ℎ. 

Drawing diagrams is not canonical. The same ordered set can be drawn in different 

ways according to the investigator’s preferences or needs. As an example, 

consider Figure 1, parts c)–e). Each picture depicts the same ordered set, yet 

they do look distinctly different. 

Diagrams can also be drawn for infinite ordered sets, but are then in need of 

explanation. The infinite ordered set depicted in Figure 1 f) consists of one “zigzag” 

with 𝑛𝑛 elements for each 𝑛𝑛 ∈  ℕ such that all “zig-zags” have the same left 

endpoint. How to draw a diagram of a certain set is often a matter of taste. We will use 

diagrams extensively as visual tools. 

From a relation-theoretic point-of-view the diagram is a certain subset of the 

order relation, formed according to the rule that only pairs (𝑎𝑎, 𝑏𝑏) are selected for 

which there is no intermediate point i such that (𝑎𝑎, 𝑖𝑖 ) and (𝑖𝑖, 𝑏𝑏) are also in the 

relation. To formalize how to recover the original relation from the diagram we 

merely need to formulate the reading process indicated above as a mathematical 

construction. 

1.3 Ideals and Filters 

1.6 Definition Let 𝑃𝑃 be a lattice. 

1. An ideal of 𝑃𝑃 is a nonempty down-set in 𝐿𝐿 that inherits finite joins, that is, 
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• 𝑎𝑎 ∈  𝐼𝐼, 𝑥𝑥 ≤  𝑎𝑎 ⟹ 𝑥𝑥 ∈ 𝐼𝐼 

• 𝑎𝑎, 𝑏𝑏 ∈  𝐼𝐼 ⟹ 𝑎𝑎 ∨ 𝑏𝑏 ∈ 𝐼𝐼 

In this case, we write 𝐼𝐼 ⊴ 𝐿𝐿. A proper ideal, that is, an ideal 𝐼𝐼 ≠ 𝐿𝐿, is denoted by 

𝐼𝐼 ⊲  𝐿𝐿. The set of all ideals of 𝑃𝑃 is denoted by 𝔗𝔗(𝐿𝐿). 

2. Dually, a filter in 𝑃𝑃 is a nonempty up-set in 𝑃𝑃 that inherits finite meets, that is, 

• 𝑎𝑎 ∈  𝐹𝐹, 𝑥𝑥 ≥  𝑎𝑎 ⟹ 𝑥𝑥 ∈ 𝐹𝐹 

• 𝑎𝑎, 𝑏𝑏 ∈  𝐹𝐹 ⟹ 𝑎𝑎 ∧ 𝑏𝑏 ∈ 𝐹𝐹 

In this case, we write 𝐼𝐼 ⊵ 𝐿𝐿. A proper filter, that is, a filter 𝐹𝐹 ≠ 𝐿𝐿, is 

denoted by 𝐹𝐹 ⊳  𝐿𝐿. The set of all filters of 𝑃𝑃 is denoted by 𝐹𝐹(𝐿𝐿). 

 

Note that the properties of being an ideal and being a filter are not complementary. 

Example 1.7 If 𝐿𝐿 is a lattice and 𝑎𝑎 ∈ 𝐿𝐿, then the principal ideal 

↓ 𝑎𝑎 = {𝑥𝑥 ∈ 𝐿𝐿| 𝑥𝑥 ≤ 𝑎𝑎} 

is an ideal of 𝐿𝐿 and the principal filter ↑ 𝑎𝑎 is a filter. 

 

The intersection 𝐼𝐼 ∩  𝐽𝐽 of two ideals 𝐼𝐼 and 𝐽𝐽 of a lattice 𝐿𝐿 is not empty, since if 

𝑖𝑖 ∈ 𝐼𝐼 and 𝑗𝑗 ∈ 𝐽𝐽 , then 𝑖𝑖 ⋀ 𝑗𝑗 ∈  𝐼𝐼 ∩  𝐽𝐽 . Hence, 𝐼𝐼 ∩  𝐽𝐽 is an ideal of 𝐿𝐿. On the other 

hand, in the lattice ℤ of all integers under the usual order, the intersection of the 

family {↓ 𝑛𝑛|𝑛𝑛 ∈ ℤ} of ideals is empty. This leaves us with two alternatives. 

We can deal only with lattices with 0 for which 𝔗𝔗(𝐿𝐿) is an ∩-structure or we 

can define 

𝔗𝔗∅(𝐿𝐿) = 𝔗𝔗(𝐿𝐿) ∪ {∅} 

which is an intersection-structure for any lattice 𝐿𝐿. 

Theorem 1.8 Let 𝐿𝐿 be a lattice. 

1. The set  𝔗𝔗(𝐿𝐿) is a lattice, where meet is intersection and join is given by 

𝐼𝐼 ∨  𝐽𝐽 = {𝑥𝑥 ∈ 𝐿𝐿|𝑥𝑥 ≤ 𝑖𝑖 ∨ 𝑗𝑗} 𝑓𝑓𝑓𝑓𝑓𝑓 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑖𝑖 ∈ 𝐼𝐼 𝑎𝑎𝑎𝑎𝑎𝑎 𝑗𝑗 ∈ 𝐽𝐽 
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2. 2) The set 𝔗𝔗∅(𝐿𝐿) is an ∩-structure and therefore a complete lattice, where the 

join of a family ℱ of ideals is given by 

�ℱ = {𝑥𝑥 ∈ 𝐿𝐿|𝑥𝑥 ≤ 𝑎𝑎1 ∨ ⋯∨ 𝑎𝑎𝑛𝑛 ,𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑎𝑎1 �ℱ  𝑎𝑎𝑎𝑎𝑎𝑎 𝑛𝑛 ≥ 1} 

3. The down map ∅↓: 𝐿𝐿 → 𝔗𝔗∅(𝐿𝐿) is a lattice embedding, that is, for all 

𝑎𝑎, 𝑏𝑏 ∈ 𝐿𝐿, 

↓ 𝑎𝑎 ∩ ↓ 𝑏𝑏 = ↓ (𝑎𝑎 ∧ 𝑏𝑏) and  ↓ 𝑎𝑎 ∨ ↓ 𝑏𝑏 = ↓ (𝑎𝑎 ∨ 𝑏𝑏) 

The image of ∅↓ is the sublattice 𝒫𝒫(𝐿𝐿) of  𝔗𝔗∅(𝐿𝐿) consisting of all principal 

ideals of 𝐿𝐿. 

4. The union of any directed family of ideals in 𝐿𝐿 is an ideal in 𝐿𝐿. 

5. If 𝐿𝐿 has the ACC, then all ideals are principal. Dually, if 𝐿𝐿 has the DCC 

then all filters are principal. 

1.4 The Ideal Generated by a Subset 

Every nonempty subset 𝐴𝐴 of a lattice 𝐿𝐿 is contained in a smallest ideal, namely, 

the intersection of all ideals of 𝐿𝐿 containing 𝐴𝐴. 

Definition 1.9 Let 𝐴𝐴 be a nonempty subset of a lattice 𝐿𝐿. 

1. The ideal generated by 𝐴𝐴, denoted by (𝐴𝐴], is the smallest ideal of 𝐿𝐿 

containing 𝐴𝐴. 

2. The filter generated by 𝐴𝐴, denoted by [𝐴𝐴), is the smallest filter of 𝐿𝐿 

containing 𝐴𝐴. 
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Theorem 1.10 Let 𝐿𝐿 be a lattice and let 𝐴𝐴 ⊆ 𝐿𝐿 be a nonempty subset of 𝐿𝐿. 

1.  

(𝐴𝐴] =↓ [𝐴𝐴] =↓ 𝒯𝒯𝐴𝐴 

2.  

(𝐴𝐴] = �{↓ 𝑎𝑎|𝑎𝑎 ∈ 𝐴𝐴} = {𝑥𝑥 ∈ 𝐿𝐿|𝑥𝑥 ≤ 𝑎𝑎1 ∨ ⋯∨ 𝑎𝑎𝑛𝑛  𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑖𝑖 ∈ 𝐴𝐴} 

1.5 Complete poset 

It is well known that the union of an arbitrary family of subgroups of a group 𝐺𝐺  

need not be a subgroup of 𝐺𝐺. However, the union of a chain of subgroups of 𝐺𝐺 is  

a subgroup of 𝐺𝐺. More generally, the union of a directed family of subgroups 

of 𝐺𝐺 is a subgroup of 𝐺𝐺. Similar statements can be made in the context of other 

algebraic structures, such as vector spaces or modules. 

Actually, the statement about directed sets is not more general than the 

statement about chains. We will prove that if every chain in a poset 𝑃𝑃 has a join, 

then every directed set also has a join. 

Definition 1.11 Let 𝑃𝑃 be a poset. 

1) 𝑃𝑃 is chain-complete or inductive if every chain in 𝑃𝑃, including the empty 

chain, has a join. Thus, 𝑃𝑃 has a smallest element. 

2) 𝑃𝑃 is complete or a CPO if 𝑃𝑃 has a smallest element and if every directed 

subset of 𝑃𝑃 has a join. 

We should mention that the adjective complete has a different meaning when 

applied to posets than when applied to lattices. Complete lattices 

are defined in a later chapter. 

Theorem 1.12 An infinite directed poset 𝐷𝐷 is the union of a strictly increasing 

transfinite sequence 

𝒮𝒮 = 〈𝐷𝐷𝛼𝛼 |𝛼𝛼 < |𝐷𝐷|〉 

of directed subsets 𝐷𝐷𝛼𝛼   for which |𝐷𝐷𝛼𝛼 | < |𝐷𝐷|. In particular, if 𝛼𝛼 is finite, then 
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|𝐷𝐷𝛼𝛼 | is finite and if 𝛼𝛼 is infinite, then |𝐷𝐷𝛼𝛼 | < |𝛼𝛼|. 

The finite part of the sequence is easy to define: At each step, just include the 

smallest element of 𝐷𝐷 (under the well-ordering) not yet in the sequence, along 

with an upper bound (under the partial order) for what has come before. 

Specifically, let 𝐷𝐷0 = {𝑑𝑑0} and let 

𝐷𝐷𝑘𝑘+1 = 𝐷𝐷𝑘𝑘 ∪ {𝑒𝑒𝑘𝑘+1,𝑢𝑢𝑘𝑘+1} 

where 𝑒𝑒𝑘𝑘+1  is the least element not in 𝐷𝐷𝑘𝑘  and 𝑢𝑢𝑘𝑘+1  is any upper bound for the 

finite set 𝐷𝐷𝑘𝑘 ∪ {𝑒𝑒𝑘𝑘+1}. It is clear that 𝐷𝐷𝑘𝑘 |𝑘𝑘 ∈ ℕ > is a strictly increasing 

sequence of finite directed (in fact, bounded above) sets. Moreover, 

{𝑑𝑑0, … ,𝑑𝑑𝑘𝑘} ⊆ 𝐷𝐷𝑘𝑘  

Theorem 1.13 A poset 𝑃𝑃 is complete if and only if it is chain-complete. 

Complete lattices 

Definition Let 𝑃𝑃 be a poset. 

1) 𝑃𝑃 is a complete lattice if 𝑃𝑃 has arbitrary meets and arbitrary joins. 

Example 1.14 

1) A singleton set 𝐿𝐿 = {𝑎𝑎} is a lattice under the only possible order on 𝐿𝐿. This 

is a trivial lattice. Any lattice with more than one element is a nontrivial 

lattice. 

2) Any totally ordered set is a lattice, but not necessarily a complete lattice. 

For example, the set ℤ of integers under the natural order is a lattice, but 

not a complete lattice. 

3) The set ℕ of natural numbers is a lattice under division, where 

𝑎𝑎 ∧ 𝑏𝑏 = gcd⁡(𝑎𝑎, 𝑏𝑏) and 𝑎𝑎 ∨ 𝑏𝑏 = lcm(𝑎𝑎, 𝑏𝑏) 

4) If 𝑆𝑆 is a nonempty set, then the power set ℘(𝑆𝑆) is a complete lattice under 

union and intersection. 

5) If 𝑃𝑃 is a poset, then the collection 𝒪𝒪(𝑃𝑃) of down-sets of 𝑃𝑃 is a complete 
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lattice, where meet is intersection and join is union. 

6) If 𝐺𝐺 is a group, then the family 𝑆𝑆(𝐺𝐺) of subgroups of 𝐺𝐺 is a complete 

lattice under set inclusion, where meet is intersection. Similar statements 

can be made for other algebraic objects, such as the ideals (or subrings) of a 

ring, the submodules of a module or the subfields of a field. 

 

1.6 Distributive lattices 

This section describes the basic properties of distributive lattices. First, in a 

distributive lattice, maximal ideals are prime. 

Theorem 1.15 In a distributive lattice 𝐿𝐿, all maximal ideals are prime. 

In a distributive lattice, elements are join-irreducible if and only if they are joinprime. 

Theorem 1.16 Let 𝐿𝐿 be a distributive lattice. 

1. The following are equivalent for 𝑥𝑥 ∈ 𝐿𝐿: 

a) 𝑥𝑥 is join-irreducible 

b) 𝑥𝑥 is join-prime 

c) ↑ 𝑥𝑥 is a prime filter, or equivalently, (↑ 𝑥𝑥)𝑐𝑐 - is a prime ideal. 

2. Dually, the following are equivalent for 𝑥𝑥 ∈ 𝐿𝐿: 

a) 𝑥𝑥 is meet-irreducible 

b) 𝑥𝑥 is meet-prime 

c) ↓ 𝑥𝑥 is a prime ideal. 

We have seen that the down map ∅↓ is an order embedding and so its restriction 

∅↓:ℳ(𝐿𝐿) ↪ Spec (𝐿𝐿) is an order embedding of meet-irreducibles into prime 

ideals. Similarly, the up map is an anti-embedding and so the not-up map  

∅⇁↑:𝒥𝒥(𝐿𝐿) → Spec (𝐿𝐿) defined by 

∅⇁↑(𝑎𝑎) = (↑ 𝑎𝑎)𝑐𝑐  
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an order embedding of join-irreducibles into prime ideals. More can be said if 𝐿𝐿 has a cha-

in condition. 

Theorem 1.17 Let 𝐿𝐿 be a distributive lattice. 

1. The not-up map ∅⇁↑:𝒥𝒥(𝐿𝐿) → Spec (𝐿𝐿)defined by 

∅⇁↑(𝑎𝑎) = (↑ 𝑎𝑎)𝑐𝑐  

is an order embedding. If 𝐿𝐿 has the DCC, then all prime ideals have the 

form (↑ 𝑎𝑎)𝑐𝑐   for 𝑎𝑎 ∈ 𝒥𝒥(𝐿𝐿)  and so 

∅⇁↑:𝒥𝒥(𝐿𝐿) ≈ Spec (𝐿𝐿) 

is an order isomorphism. 

2) The down map ∅↓:ℳ(𝐿𝐿) → Spec (𝐿𝐿) defined by 

∅↓(𝑚𝑚) =↓ 𝑚𝑚 

is an order embedding. If 𝐿𝐿 has the ACC, then 

∅↓:ℳ(𝐿𝐿) ≈ Spec (𝐿𝐿) 

is an order isomorphism. 

3) If 𝐿𝐿 is finite, then 

∅↓ ∘ ∅⇁↑:𝒥𝒥(𝐿𝐿) ≈ ℳ(𝐿𝐿) 

and so 𝒥𝒥(𝐿𝐿) and ℳ(𝐿𝐿) are isomorphic. 

Distributive lattices also have nice properties with respect to finiteness. 

Theorem 1.18 For a distributive lattice 𝐿𝐿, the following are equivalent: 

1) 𝐿𝐿 is finite 

2) 𝐿𝐿 has finite length 

3) 𝐿𝐿 has no infinite chains (equivalently, 𝐿𝐿 has both chain conditions). 

1.7 Algebraic lattices 

The finitely-generated subalgebras of an algebra 𝐴𝐴 have a special property, 

namely, if a finitely-generated subalgebra 𝑆𝑆 is contained in the join of an arbitrary family 

ℱ of subalgebras, then 𝑆𝑆 is contained in the join of a finite 
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subfamily of ℱ, that is, 

𝑆𝑆 ⊆�ℱ  ⟹  𝑆𝑆 ⊆�ℱ0 

for some finite subfamily ℱ0  of ℱ. This motivates the following definitions. 

Definition 1.19 Let 𝐿𝐿 be a complete lattice and let 𝑎𝑎 ∈ 𝐿𝐿. 

1) A join-cover of 𝑎𝑎 is a subset 𝐵𝐵 of 𝐿𝐿 for which 

𝑎𝑎 ≤�𝐵𝐵 

2) The element 𝑎𝑎 is compact if every join-cover of 𝑎𝑎 has a finite join-subcover, 

that is, 

𝑎𝑎 ≤�𝐵𝐵  ⇒ 𝑎𝑎 ≤�𝐵𝐵0 

 

 for some finite subset 𝐵𝐵0 ⊆ 𝐵𝐵 

The set of compact elements of 𝑃𝑃 is denoted by 𝒦𝒦(𝐿𝐿). 

Theorem 1.20  Let 𝐿𝐿 be a complete lattice. An element 𝑎𝑎 ∈ 𝐿𝐿 is compact if and 

only if every directed join-cover of 𝑎𝑎 has a finite (therefore singleton) join subcover, 

that is, 

𝑎𝑎 ≤�𝐷𝐷
⟶

   ⟹    𝑎𝑎 ≤ 𝑑𝑑 𝑓𝑓𝑓𝑓𝑓𝑓 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑑𝑑 ∈ 𝐷𝐷 

Example 1.21 

1) All elements of a finite lattice are compact. 

2) The compact elements of ℘(𝑋𝑋) are the finite subsets of 𝑋𝑋. 

3) The compact elements of the subgroup lattice 𝒮𝒮(𝐺𝐺) of a group 𝐺𝐺 are the 

finitely-generated subgroups. 

4) The compact elements of the subspace lattice 𝒮𝒮(𝑉𝑉) of a vector space 𝑉𝑉 are 

the finite-dimensional subspaces. 

Theorem 1.22 Let 𝐿𝐿 be a complete lattice. 
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1) 0 ∈ 𝐿𝐿 is compact. 

2) The compact elements 𝒦𝒦(𝐿𝐿) inherit finite joins from 𝐿𝐿 and so 𝒦𝒦(𝐿𝐿) is a 

join-semilattice with 0. 

3) The ideals of 𝒦𝒦(𝐿𝐿)are precisely the sets of the form 𝒦𝒦↓(a) for 𝑎𝑎 ∈ 𝐿𝐿. 

Definition 1.23 A complete lattice 𝐿𝐿 is algebraic, or compactly-generated if the 

compact elements of 𝐿𝐿 are join-dense in 𝐿𝐿. 

Note that not all authors require completeness in the definition of an algebraic lattice. 

All finite lattices are algebraic. We have just seen that the subalgebra lattice 

Sub(𝐴𝐴) of an algebra is algebraic and we will show that every algebraic lattice 

is the subalgebra lattice for some algebra. 

1.7.1 ⋂ ∪��⃗ -structures 

Subalgebra lattices are ∩-structures but, in general, they do not inherit arbitery uni-

ons from ℘(𝑋𝑋). However, they do inherit directed unions. This follows from the finitary 

nature of the operations in an algebra. For if ℱ = {𝑆𝑆𝑖𝑖|𝑖𝑖 ∈ 𝐼𝐼} is a directed subfamily of 𝒮𝒮 

and if 𝑈𝑈 = ⋃→ ℱ, then 

𝑥𝑥1, … 𝑥𝑥𝑛𝑛  ∈ 𝑈𝑈 ⟹ 𝑥𝑥1, … 𝑥𝑥𝑛𝑛  ∈ 𝐹𝐹 for some 𝐹𝐹 ∈ ℱ 

and so 𝑓𝑓(𝑥𝑥1, … 𝑥𝑥𝑛𝑛  ) ∈ 𝐹𝐹 ⊆ 𝑈𝑈 for all 𝑓𝑓 ∈ Ω. Hence, 𝑈𝑈 is a subalgebra of 𝑋𝑋. 

The following definition is motivated by this example. 

Definition 1.24 If a nonempty subset ℳ of a power set ℘(𝑋𝑋) inherits arbitrary 

meets and directed joins, we call ℳ an ⋂ ∪��⃗ -structure. 

Some authors refer to ⋂ ∪��⃗ -structures as algebraic intersection-structures, but we prefer 

to avoid this terminology, since intersection-structures are komplete lattices and the term 

algebraic has a different definition when applied to complete lattices (as we will see a bit 

later). 

It is not hard to characterize the compact subsets of an ⋂ ∪��⃗ -structure ℳ in 𝑋𝑋 

and to show that an ⋂ ∪��⃗ -structure is an algebraic lattice. Recall that the ℳ - closure of a 

subset 𝑆𝑆 of 𝑋𝑋 is defined by 



TBU in Zlín, Faculty of Applied Informatics  25 

 

〈𝑆𝑆〉 = �{𝑀𝑀 ∈ ℳ|𝑆𝑆 ⊆ 𝑀𝑀} 

Definition 1.25 Let ℳ be an ⋂ ∪��⃗ -structure in 𝑋𝑋. A set in ℳ  that is the ℳ-closure 〈𝑆𝑆〉 of 

a finite subset 𝑆𝑆 of 𝑋𝑋 is called a finitely-generated element of ℳ. 

Any finitely-generated element 〈𝐹𝐹〉  of ℳ   is compact, for if 

〈𝐹𝐹〉 ⊆�{𝑀𝑀𝑖𝑖|𝑀𝑀𝑖𝑖 ∈ ℳ, 𝑖𝑖 ∈ 𝐼𝐼}
⟶

 

then 𝐹𝐹 is also contained in this directed union and so 𝐹𝐹 ∈ 𝑀𝑀𝑗𝑗  for some 𝑗𝑗 ∈ 𝐼𝐼. 

Hence, 〈𝐹𝐹〉 ⊆ 𝑀𝑀𝑗𝑗 . Conversely, suppose that 𝐾𝐾 is compact in ℳ. The family of 

all ℳ -closures 〈𝐹𝐹〉 of finite subsets of 𝐾𝐾 is directed, for if 𝐹𝐹1  and 𝐹𝐹2  are finite, 

then 〈𝐹𝐹1〉, 〈𝐹𝐹1〉 ⊆ 〈𝐹𝐹1 ∪ 𝐹𝐹2〉. Hence, 

𝐾𝐾 ⊆�{〈𝐹𝐹〉|𝐹𝐹 ⊆ 𝐾𝐾,𝐹𝐹 finite}
⟶

 

finite 

and so there is a finite subset 𝐹𝐹 of 𝐾𝐾 for which 𝐾𝐾 ⊆ 〈𝐹𝐹〉. Since the reverse 

inclusion is clear, we have 𝐾𝐾 = 〈𝐹𝐹〉. 

Theorem 1.26 Let ℳ be an ⋂ ∪��⃗ -structure in ℘(𝑋𝑋). 

1) The compact elements of ℳ are the finitely-generated elements of ℳ. 

2) ℳ is an algebraic lattice. 

Theorem 1.27 An algebraic lattice 𝐿𝐿 is isomorphic to the ideal lattice of a joinsemilattice 

with 0. In particular, if 𝒦𝒦 = 𝒦𝒦(𝐿𝐿), then the 𝒦𝒦-down map 

∅𝒦𝒦,↓: 𝐿𝐿 ≈ 𝔗𝔗(𝒦𝒦(𝐿𝐿)) 

 defined by 

∅𝒦𝒦,↓(𝑎𝑎) = 𝒦𝒦↓(𝑎𝑎) 

 

is an isomorphism. Moreover, 𝔗𝔗(𝒦𝒦(𝐿𝐿)) is an ⋂ ∪��⃗ -structure in ℘(𝒦𝒦(𝐿𝐿)) and so 
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every algebraic lattice is isomorphic to an ⋂ ∪��⃗ -structure. 

1.8 Galois connections 

Definition 1.28 Let 𝑃𝑃 and 𝑄𝑄 be posets. A Galois connection on the pair (𝑃𝑃,𝑄𝑄) is a 

pair (Π,Ω) of maps Π:𝑃𝑃 → 𝑄𝑄 and Ω:𝑄𝑄 → 𝑃𝑃, where we write Π(𝑝𝑝) = 𝑝𝑝∗ and 

Ω(𝑞𝑞) = 𝑞𝑞∗ with the following properties: 

2) (Order-reversing) For all 𝑎𝑎, 𝑏𝑏 ∈ 𝑃𝑃 and 𝑟𝑟, 𝑠𝑠 ∈ 𝑄𝑄, 

𝑝𝑝 ≤ 𝑞𝑞 ⟹ 𝑝𝑝∗ ≥ 𝑞𝑞∗   𝑟𝑟 ≤ 𝑠𝑠 ⟹ 𝑟𝑟′ ≥ 𝑠𝑠′  

 

3) (Extensive) For all 𝑝𝑝 ∈ 𝑃𝑃, 𝑞𝑞 ∈ 𝑄𝑄, 

𝑝𝑝 ≤ 𝑝𝑝∗′  ⟹ 𝑞𝑞 ≤ 𝑞𝑞′∗ 

Example 1.29  If 𝑃𝑃 is a poset, then the maps 𝑢𝑢, ℓ:℘(𝑃𝑃) ⟶℘(𝑃𝑃) defined by 

𝑢𝑢(𝐴𝐴) =  𝐴𝐴𝑢𝑢   𝑎𝑎𝑎𝑎𝑎𝑎  ℓ(𝐴𝐴) = 𝐴𝐴ℓ 

for any 𝐴𝐴 ⊆ 𝑃𝑃 form a Galois connection on the power set ℘(𝑃𝑃), that is, the pair 

(𝑢𝑢, ℓ)is a Galois connection for (℘(𝑃𝑃),℘(𝑃𝑃)). 

Example 1.30 Let 𝑋𝑋and 𝑌𝑌 be nonempty sets and let 𝑅𝑅 ⊆ 𝑋𝑋 × 𝑌𝑌 be a relation 

on 𝑋𝑋 × 𝑌𝑌 . Then the maps 

𝑆𝑆 ⊆ 𝑋𝑋 ↦ 𝑆𝑆∗ = {𝑦𝑦 ∈ 𝑌𝑌|𝑥𝑥𝑥𝑥𝑥𝑥 𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑎𝑎𝑎𝑎 𝑥𝑥 ∈ 𝑆𝑆} 

and 

𝑇𝑇 ⊆ 𝑌𝑌 ↦ 𝑇𝑇′ = {𝑥𝑥 ∈ 𝑋𝑋|𝑥𝑥𝑥𝑥𝑥𝑥 𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑎𝑎𝑎𝑎 𝑦𝑦 ∈ 𝑇𝑇} 

form a Galois connection on (℘(𝑋𝑋),℘(𝑌𝑌)). 

Example 1.31 Let 𝐹𝐹 and 𝐸𝐸 be fields with 𝐹𝐹 ⊆ 𝐸𝐸. Let 𝐺𝐺 = 𝐺𝐺(𝐸𝐸|𝐹𝐹) be the group of all au-

tomorphisms of I that fix each element of 𝐹𝐹. The group 𝐺𝐺 is called the Galois group of the 

field extension 𝐹𝐹 ≤ 𝐸𝐸. The most famous example of a Galois connection is the Galois cor-

respondence between the intermediate fields 𝐹𝐹 ⊆ 𝐾𝐾 ⊆ 𝐸𝐸 and the subgroups 𝐻𝐻 of the Ga-

lois group 𝐺𝐺.  This correspondence is given by 

𝐹𝐹 ↦ 𝐺𝐺(𝐸𝐸 𝐾𝐾⁄ ) ≔ {𝜎𝜎 ∈ 𝐺𝐺|𝜎𝜎𝜎𝜎 = 𝑥𝑥 for all 𝑥𝑥 ∈ 𝐾𝐾} 
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and 

𝐻𝐻 ↦ 𝑓𝑓𝑓𝑓𝑓𝑓(𝐻𝐻) ≔ {𝑥𝑥 ∈ 𝐸𝐸|𝜎𝜎𝜎𝜎 = 𝑥𝑥  for all 𝑥𝑥 ∈ 𝐻𝐻} 

Example 1.32 Let 𝑛𝑛 > 1 and let 𝐹𝐹 be a field. Let 𝐹𝐹[𝑥𝑥1, … , 𝑥𝑥𝑛𝑛 ] denote the ring 

of polynomials in 𝑛𝑛 variables over 𝐹𝐹 and let 𝐹𝐹𝑛𝑛  denote the ring of all 𝑛𝑛-tuples 

over 𝐹𝐹. Let 

𝑃𝑃 = ℘(𝐹𝐹[𝑥𝑥1, … , 𝑥𝑥𝑛𝑛 ]) and  𝑄𝑄 = ℘(𝐹𝐹𝑛𝑛) 

Let Π:𝐹𝐹[𝑥𝑥1, … , 𝑥𝑥𝑛𝑛 ] ⟶𝒫𝒫(𝐹𝐹𝑛𝑛) be defined by 

Π(𝑆𝑆) = Set of all common roots of the polynomials in 

= {𝑥𝑥 ∈ 𝐹𝐹𝑛𝑛 | 𝑝𝑝(𝑥𝑥) = 0 for all 𝑝𝑝 ∈ 𝑆𝑆} 

and let Ω:𝒫𝒫(𝐹𝐹𝑛𝑛) ⟶ 𝐹𝐹[𝑥𝑥1, … , 𝑥𝑥𝑛𝑛 ] be defined by 

Ω(T) = Set of all polynomials whose root set includes 𝑇𝑇 

= {𝑝𝑝 ∈ 𝐹𝐹[𝑥𝑥1, … , 𝑥𝑥𝑛𝑛 ]| 𝑝𝑝(𝑡𝑡) = 0 for all 𝑡𝑡 ∈ 𝑇𝑇} 

The pair (Π,Ω) is a Galois connection on (𝑃𝑃,𝑄𝑄). 

There are two closure operators associated with a Galois connection. 

Theorem 1.33 Let (Π,Ω) be a Galois connection on (𝑃𝑃,𝑄𝑄). Then 

𝑝𝑝∗′∗ = 𝑝𝑝∗ and 𝑞𝑞′∗′ = 𝑞𝑞′  

for all 𝑝𝑝 ∈ 𝑃𝑃 and 𝑞𝑞 ∈ 𝑄𝑄. It follows that the composite maps 

𝑝𝑝 → 𝑝𝑝∗′  and 𝑞𝑞 → 𝑞𝑞′∗ 

are closure operators on 𝑃𝑃 and 𝑄𝑄, respectively. Furthermore, 

1) 𝑝𝑝∗ is closed for all 𝑝𝑝 ∈ 𝑃𝑃 . 

2) 𝑞𝑞′  is closed for all 𝑞𝑞 ∈ 𝑄𝑄. 

3) The maps Π: P → Cl(Q) and Ω: Q → Cl(P) are surjective and the 

restricted maps Π: Cl(P) → Cl(Q) and Ω: Cl(Q) → Cl(P) are inverse bijections. Thus, 

𝐶𝐶𝐶𝐶(𝑃𝑃) = {𝑞𝑞′ | 𝑞𝑞 ∈ 𝑄𝑄}  and  𝐶𝐶𝐶𝐶(𝑄𝑄) = {𝑝𝑝∗| 𝑝𝑝 ∈ 𝑃𝑃} 

Definition 1.34 A closure operator on a poset 𝑃𝑃 is a unary operator 𝑐𝑐𝑐𝑐 on 𝑃𝑃 with 

the following properties: 
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1)  (extensive) 

𝑝𝑝 ≤ cl(𝑝𝑝) 

2) (monotone) 

𝑝𝑝 ≤ 𝑞𝑞  ⟹  cl(𝑝𝑝) < cl(𝑞𝑞) 

3) (idempotent) 

cl�cl(𝑝𝑝)� = cl(𝑝𝑝) 

The element cl(𝑝𝑝) is called the closure of 𝑝𝑝. An element 𝑝𝑝 ∈ 𝑃𝑃 is closed if it is equal to its 

own closure, that is, if  𝑝𝑝 = cl(𝑝𝑝). We denote the closed elements in 𝑃𝑃 by Cl(𝑃𝑃). A closure 

operator on a power set ℘(𝑋𝑋) is often referred to as a closure operator on 𝑋𝑋. 

1.9 Properties of Lattices 

We now resume our discussion of the properties of lattices. 

1.9.1 Lattices as Algebraic Structures 

Since a lattice 𝐿𝐿 is a meet-semilattice and a join-semilattice, Theorem 1.35 implies 

that meet and join are associative, commutative and idempotent operations. The link be-

tween the two operations is provided by the absorption laws 

𝑎𝑎 ∧ (𝑎𝑎 ∨ 𝑏𝑏) = 𝑎𝑎 

and 

𝑎𝑎 ∨ (𝑎𝑎 ∧ 𝑏𝑏) = 𝑎𝑎 

In fact, these properties characterize lattices. 

Theorem 1.35 The following properties hold in a lattice 𝐿𝐿: 

L1) (associativity) 

(𝑎𝑎 ∨ 𝑏𝑏) ∨ 𝑐𝑐 = 𝑎𝑎 ∨ (𝑏𝑏 ∨ 𝑐𝑐) 

(𝑎𝑎 ∧ 𝑏𝑏) ∧ 𝑐𝑐 = 𝑎𝑎 ∧ (𝑏𝑏 ∧ 𝑐𝑐) 

L2) (commutativity) 

𝑎𝑎 ∨ 𝑏𝑏 = 𝑏𝑏 ∨ 𝑎𝑎 

𝑎𝑎 ∧ 𝑏𝑏 = 𝑏𝑏 ∧ 𝑎𝑎 
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L3) (idempotency) 

𝑎𝑎 ∨ 𝑎𝑎 = 𝑎𝑎 

𝑎𝑎 ∧ 𝑎𝑎 = 𝑎𝑎 

L4) (absorption) 

𝑎𝑎 ∨ (𝑎𝑎 ∧ 𝑏𝑏) = 𝑎𝑎 

𝑎𝑎 ∧ (𝑎𝑎 ∨ 𝑏𝑏) = 𝑎𝑎 

Conversely, if 𝑃𝑃 is a nonempty set with two binary operations ∧ and ∨ 

satisfying L1)–L4), then 𝑃𝑃 is a lattice where meet is ∧ , join is ∨ and the order 

relation is given by 

𝑎𝑎 ≤ 𝑏𝑏 if 𝑎𝑎 ∨ 𝑏𝑏 = 𝑏𝑏 

or equivalently, 

𝑎𝑎 ≤ 𝑏𝑏 if 𝑎𝑎 ∧ 𝑏𝑏 = 𝑎𝑎 

Moreover, since the set of axioms L1)–L4) is self-dual, it follows that if a 

statement holds in every lattice, then any dual statement holds in every lattice. 

1.9.2 Varieties of Lattices 

Theorem 1.35 shows that lattices can be defined equationally, that is, by identities. 

More generally, a variety or equational class of lattices is a family of lattices defined by a 

set of lattice identities. Theorem 1.35 says that the family of all lattices is an )-based varie-

ty of lattices, since there are ) identities in. 

Theorem 1.35 

As another example, distributive lattices are those lattices 𝐿𝐿 that satisfy the two 

distributive identities 

𝑎𝑎 ∧ (𝑏𝑏 ∨ 𝑐𝑐) = (𝑎𝑎 ∧ 𝑏𝑏) ∨ (𝑎𝑎 ∧ 𝑐𝑐) 

𝑎𝑎 ∨ (𝑏𝑏 ∧ 𝑐𝑐) = (𝑎𝑎 ∨ 𝑏𝑏) ∧ (𝑎𝑎 ∨ 𝑐𝑐) 

for all 𝑎𝑎, 𝑏𝑏, 𝑐𝑐 ∈ 𝐿𝐿. Thus, the distributive lattices form a 10-based variety of 
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lattices. 

1.9.3 Tops and Unbounded Sequences 

If a lattice 𝐿𝐿 has no largest element, then 𝐿𝐿 must be infinite and it seems reasonable 

that 𝐿𝐿 should have some form of strictly increasing infinite semence with no upper bound. 

This is easy to see when 𝐿𝐿 is countably infinite. For if 𝐿𝐿 = (𝑎𝑎1, 𝑎𝑎2, … ) has no largest ele-

ment, the sequence of finite joins 

𝒮𝒮 = 〈𝑠𝑠𝑘𝑘〉 = 〈𝑎𝑎1 ∨ ⋯∨ 𝑎𝑎𝑘𝑘〉 

has no upper bound, since 𝒮𝒮 ≤ 𝑢𝑢 implies that 𝐿𝐿 ≤ 𝑢𝑢. Removing all duplicates from 𝒮𝒮 gives 

a strictly increasing infinite sequence with no upper bound. 

For an arbitrary infinite lattice 𝐿𝐿 with no largest element, we can well-order 𝐿𝐿 

and then Theorem 2.20 implies that 𝐿𝐿 contains a cofinal transfinite subsequence 

𝒮𝒮 = ⟨𝑏𝑏𝛼𝛼 |𝛼𝛼 < 𝛿𝛿⟩  

compatible with the order of 𝐿𝐿, that is, 

𝑏𝑏𝛼𝛼 < 𝑏𝑏𝛽𝛽  ⟹ 𝑏𝑏𝛼𝛼 ≤ 𝑏𝑏𝛽𝛽  or 𝑏𝑏𝛼𝛼 ∥ 𝑏𝑏𝛽𝛽  

Let us assume that all duplicates have been removed from this subsequence and so 

𝑏𝑏𝛼𝛼 < 𝑏𝑏𝛽𝛽  ⟹ 𝑏𝑏𝛼𝛼 < 𝑏𝑏𝛽𝛽  or 𝑏𝑏𝛼𝛼 ∥ 𝑏𝑏𝛽𝛽  

To eliminate the problem of parallel elements, let 𝒦𝒦 be a maximal chain in 𝒮𝒮 

(with respect to the order of 𝐿𝐿), which must exist by the Hausdorff maximality 

principle. Then 𝒦𝒦 also has no upper bound in 𝐿𝐿. For if 𝒦𝒦 ≤ 𝑢𝑢 for some 𝑢𝑢 ∈ 𝐿𝐿, 

then 𝑢𝑢 must be the largest element of 𝐿𝐿. Otherwise, there is an 𝑎𝑎 ∈ 𝐿𝐿 for which 

𝑢𝑢 < 𝑎𝑎 or 𝑢𝑢 ∥ 𝑎𝑎. In either case, 𝒦𝒦 ≤ 𝑢𝑢 < 𝑢𝑢 ∨ 𝑎𝑎 ≤ 𝑠𝑠 and the cofinality of 𝑆𝑆 in 𝐿𝐿 

implies that there is an 𝑠𝑠 ∈ 𝑆𝑆 for which 𝒦𝒦 < 𝑢𝑢 ∨ 𝑎𝑎 ≤ 𝑠𝑠. Hence, 𝒦𝒦 ∪ {𝑠𝑠} is a 

chain in 𝑆𝑆, which contradicts the maximality of 𝒦𝒦. Thus, 𝒦𝒦 is a strictly 

increasing transfinite sequence in 𝐿𝐿 with no upper bound. 

Theorem 1.36 

1) A countably infinite lattice 𝐿𝐿 has no largest element if and only if 𝐿𝐿 has a 
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nonempty strictly increasing sequence with no upper bound in 𝐿𝐿. 

2) An infinite lattice 𝐿𝐿 has no largest element if and only if it has a nonempty 

strictly increasing transfinite sequence 

ℬ = ⟨𝑏𝑏𝛼𝛼 |𝛼𝛼 < 𝒦𝒦⟩ 

for some ordinal 𝜘𝜘, with no upper bound in 𝐿𝐿. 

Of course, the previous theorem has a dual, which we leave to the reader to 

formulate. 

1.9.4 Bounds for Subsets 

On a related matter, given a nonempty subset of a lattice 𝐿𝐿, can we find a strictly 

increasing sequence of elements of 𝐿𝐿 that has the same set of upper bounds as 𝐴𝐴? This is 

trivial if 𝐴𝐴 is a finite set: Just take the one-element sequence consisting of the join ⋁𝐴𝐴. 

. 

For a countably infinite set 𝐴𝐴, we can sequentially order 𝐴𝐴 to get 

𝐴𝐴 = (𝑎𝑎1, 𝑎𝑎2, … ), then take the sequence of finite joins as before 

𝒮𝒮 = 〈𝑠𝑠𝑘𝑘〉 = 〈𝑎𝑎1 ∨ ⋯∨ 𝑎𝑎𝑘𝑘〉 

Removing all duplicate entries gives a sequence that has the same upper bounds 

as 𝐴𝐴. 

If 𝐴𝐴 is an infinite set of arbitrary cardinality |𝐴𝐴| = Σ, then we can well-order 𝐸𝐸 

to get a transfinite sequence 

𝒜𝒜 = ⟨𝑎𝑎𝛼𝛼 |𝛼𝛼 < Σ⟩ 

of length Σ. Since Σ is an initial ordinal, if 𝜖𝜖 < Σ, then |𝜖𝜖| < |Σ|. Thus, to 

mimic the proof for the countably infinite case, we assume that every nonempty 

subset of 𝐴𝐴 of cardinality less than Σ has a join. Then for any 𝜖𝜖 < Σ, the 

transfinite subsequence 

𝒜𝒜𝜖𝜖 = ⟨𝑎𝑎𝛼𝛼 |𝛼𝛼 < ϵ⟩ 

of 𝒜𝒜 has a join 
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𝑢𝑢𝜖𝜖 = �⟨𝑎𝑎𝛼𝛼 |𝛼𝛼 < ϵ⟩ 

Moreover, the transfinite sequence of joins 

ℬ = ⟨𝑢𝑢𝜖𝜖 |𝜖𝜖 < Σ⟩ 

is nondecreasing and ℬ𝑢𝑢 = 𝐴𝐴𝑢𝑢 . As before, we can cast out any duplicate entries 

in ℬ to get a strictly increasing sequence. 

Theorem 1.37 Let 𝐿𝐿 be a lattice. 

1) If 

𝐴𝐴 = {𝑎𝑎1,𝑎𝑎2, … } 

is a countably infinite subset of 𝐿𝐿, then there is a strictly increasing 

sequence 𝒮𝒮 in 𝐿𝐿 for which 𝒮𝒮𝑢𝑢 = 𝐴𝐴𝑢𝑢 . 

2) If 𝐴𝐴 is an infinite subset of 𝐿𝐿 of cardinality |𝐴𝐴| = Σ and if every nonempty 

subset of 𝐴𝐴 of cardinality less than Σ has a join in 𝐿𝐿, then there is a strictly 

increasing transfinite sequence 

𝒮𝒮 = ⟨𝑠𝑠𝛼𝛼 |𝛼𝛼 < 𝛿𝛿⟩ 

in 𝐿𝐿 for which 𝒮𝒮𝑢𝑢 = 𝐴𝐴𝑢𝑢 . 
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2 FORMAL CONCEPT ANALYSIS 

Formal concept analysis (FCA) is a mathematical theory for concepts and concept 

hierarchies that reflects an understanding of “concept” which is first mentioned explicitly 

in the Logic of Port Royal in 1668. FCA explicitly formalises extension and intension of a 

concept, their mutual relationships, and the fact that increasing intent implies decreasing 

extent and vice versa. Based on lattice theory, it allows to derive a concept hierarchy from 

a given dataset. FCA complements thus the usual ontology engineering approach, where 

the concept hierarchy is modeled manually.[4] 

2.1  Basic definitions 

Definition 2.1 A (formal) context is a triple 𝕂𝕂 ∶= (𝐺𝐺,𝑀𝑀, 𝐼𝐼), where 𝐺𝐺 is a 

set whose elements are called objects, 𝑀𝑀 is a set whose elements are called 

attributes, and 𝐼𝐼 is a binary relation between 𝐺𝐺 and M (i.e. 𝐼𝐼 ⊆  𝐺𝐺 ×  𝑀𝑀). 

(𝑔𝑔,𝑚𝑚)  ∈  𝐼𝐼 is read “the object g has the attribute m”. 

Example 2.2 The left part of Figure 2 shows a formal context developed for an 

educational movie about living beings and water[4]. The 

object set 𝐺𝐺 comprises the eight living beings that were discussed in the movie, 

and the attribute set 𝑀𝑀 lists features that distinguish the living beings. The 

binary relation 𝐼𝐼 is given by the cross table and describes which living being 

has which of the attributes. 

For a given context (𝐺𝐺,𝑀𝑀, 𝐼𝐼), we can define two derivation operators, both 

denoted by the _ symbol. They are used for defining formal concepts. 

Definition 2.3 For 𝐴𝐴 ⊆  𝐺𝐺, let 𝐴𝐴′ ∶=  {𝑚𝑚 ∈  𝑀𝑀 | ∀𝑔𝑔 ∈  𝐴𝐴: (𝑔𝑔,𝑚𝑚)  ∈  𝐼𝐼} and, 

for 𝐵𝐵 ⊆  𝑀𝑀, 𝑙𝑙𝑙𝑙𝑙𝑙 𝐵𝐵′ ∶=  {𝑔𝑔 ∈  𝐺𝐺 | ∀𝑚𝑚 ∈  𝐵𝐵: (𝑔𝑔,𝑚𝑚)  ∈  𝐼𝐼}. A (formal) concept 

of a formal context (𝐺𝐺,𝑀𝑀, 𝐼𝐼) is a pair (𝐴𝐴,𝐵𝐵) with 𝐴𝐴 ⊆  𝐺𝐺,𝐵𝐵 ⊆  𝑀𝑀,𝐴𝐴′ =  𝐵𝐵 

and 𝐵𝐵′ = 𝐴𝐴. The sets 𝐴𝐴 and 𝐵𝐵 are called the extent and the intent of the 

formal concept (𝐴𝐴,𝐵𝐵), respectively. The subconcept–superconcept relation is 
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Leech X X     X   

Bream X X     X X  

Frog X X X    X X  

Dog X  X    X X X 

Spike-weed X X  X  X    

Reed X X X X  X    

Bean X  X X X     

Maize X  X X  X    

Table 1 A formal context about living beings. 
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formalised by (𝐴𝐴1,𝐵𝐵1)  ≤  (𝐴𝐴2,𝐵𝐵2) ∶⇐⇒  𝐴𝐴1 ⊆  𝐴𝐴2 (⇐⇒  𝐵𝐵1 ⊇  𝐵𝐵2). The set of 

all formal concepts of a context 𝕂𝕂 together with this order relation is always 

a complete lattice, called the concept lattice of 𝕂𝕂 and denoted by 𝔅𝔅(𝕂𝕂). 

Theorem 2.4 The concept lattice 𝔅𝔅(𝕂𝕂) of a context 𝕂𝕂 ∶=  (𝐺𝐺,𝑀𝑀, 𝐼𝐼) 

is a complete lattice6 in which infimum (⋀) and supremum (⋁) of a set 

{(𝐴𝐴𝑡𝑡,𝐵𝐵𝑡𝑡)|𝑡𝑡 ∈  𝑇𝑇} of concepts (where 𝑇𝑇 is any index set) are given by 

�〈𝐴𝐴𝑡𝑡 ,𝐵𝐵𝑡𝑡〉 = 〈�𝐴𝐴𝑡𝑡
𝑡𝑡∈𝑇𝑇

,��𝐴𝐴𝑡𝑡
𝑡𝑡∈𝑇𝑇

� ′〉
𝑡𝑡∈𝑇𝑇

= 〈�𝐴𝐴𝑡𝑡
𝑡𝑡∈𝑇𝑇

,��𝐵𝐵𝑇𝑇
𝑡𝑡∈𝑇𝑇

� ′′〉,  

𝐴𝐴 complete lattice 𝑉𝑉 is isomorphic to 𝔅𝔅(𝕂𝕂) if and only if there are mappings 

𝛾𝛾� ∶  𝐺𝐺 →  𝕍𝕍 and 𝜇𝜇�: 𝑀𝑀 →  𝕍𝕍 such that 𝛾𝛾�(𝐺𝐺) is supremum-dense in 𝕍𝕍 [i.e. each 

element in 𝕍𝕍 is supremum of some subset of 𝛾𝛾�(𝐺𝐺)] and 𝜇𝜇�(𝑀𝑀) is infimum-dense 

in 𝕍𝕍. In particular, 𝕍𝕍 ≅  𝔅𝔅(𝕂𝕂) 𝑓𝑓𝑓𝑓𝑟𝑟 𝕂𝕂 =  (𝕍𝕍,𝕍𝕍,≤). 

Concept lattices can be visualised as line (Hasse) diagrams. Line diagrams follow 

the conventions for the visualisation of hierarchical concept systems. In a line diagram, 

each node represents a formal concept. A concept c1 is a subconcept of a concept c2 if 

and only if there is a path of descending edges from the node representing c2 

to the node representing c1. 
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Figure 2[4] The concept lattice of the context in Table 2 

Example 2.5 Figure 2 shows the concept lattice of the context in Table 2.1 as a line 

diagram.  

The second part of Theorem 2.4 provides an efficient visualisation of concept 

lattices via line diagrams, as it states that a diagram is unambiguous 

even if each object name and each attribute name is displayed only once: 

in the line diagram, the name of an object 𝑔𝑔 ∈  𝐺𝐺 is attached to the node 

representing the object concept 𝛾𝛾(𝑔𝑔) ∶=  ({𝑔𝑔}", {𝑔𝑔}′), and the name of an attribute 

𝑚𝑚 ∈  𝑀𝑀 is attached to the node representing the attribute concept 

𝜇𝜇(𝑚𝑚) ∶=  ({𝑚𝑚}′, {𝑚𝑚}"). This means that the name of an object 𝑔𝑔 is always 

attached to the node representing the smallest concept with 𝑔𝑔 in its extent; 

dually, the name of an attribute 𝑚𝑚 is always attached to the node representing 

the largest concept with 𝑚𝑚 in its intent. We can read the context relation 

from the diagram because an object g has an attribute 𝑚𝑚 if and only if the 
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concept labeled by 𝑔𝑔 is a subconcept of the one labeled by 𝑚𝑚. The extent of a 

concept consists of all objects whose labels are attached to subconcepts, and, 

dually, the intent consists of all attributes attached to superconcepts. 

Example 2.6 For example, the concept in the very middle of Figure 3 has {Frog, 

Reed} as extent, and {lives on land, lives in water, needs water to live} as 

intent. It is a direct subconcept of the two concepts ({lives on land}, {Dog, 

Frog, Maize, Reed, Bean}) an d ({lives in water}, {Leech, Bream, Frog, Spikeweed, 

Reed}). 

The top concept of the diagram always has all objects in its extent. In 

this case, its intent is non-empty, as it contains the attribute “needs water to 

live”. This indicates that all living beings addressed in the movie depend on 

water. We see also that the diagram – and thus the set of objects – can be 

decomposed into two parts: the animals are grouped under the attribute “can 

move around”, while all plants “need chlorophyll to produce food”. 

Dependencies between attributes can be described by implications. 

Definition 2.7 For 𝑋𝑋,𝑌𝑌 ⊆  𝑀𝑀, the implication 𝑋𝑋 →  𝑌𝑌 holds in the context, 

if each object having all attributes in 𝑋𝑋 also has all attributes in 𝑌𝑌 . 

Example 2.8 The implication {can move around, lives on land} → {has limbs} holds in 

this context. It can be read directly in the line diagram: the largest 

concept having both “can move around” and “lives on land” in its intent (i.e. 

the infimum of 𝜇𝜇(can move around) and 𝜇𝜇(lives on land), which is the concept 

that is second-most to the left) also has “has limbs” in its intent. 

Note that these implications hold only for those objects that are listed 

in the context. If one is interested in implications that “hold globally”, the 

context needs thus to contain sufficiently many “typical” objects.  
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II.  ANALYSIS 
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3 METHODS AND PRINCIPLES OF WEB DESIGN 

The purpose of the phase called design is to model all important aspects of the fu-

ture Web. Forcing us before the start of development to address some important aspects 

that would later identify the project more expensive. The proposal is therefore important 

output, which makes use of the supplier Web site to create, the very process by which we 

arrive to the exit - he should help us to choose the best possible solutions from those that 

are available to critically look at them and tune them to the highest perfection[6,7].  

• The importance of adversarial 

The proposal should continuously through an opposition proceeding, as well as a 

good designer can work on some aspects neglected, and it is uncomfortably apparent later 

in the project. The other option is going in the design of two people - very fast reveal poss-

ible mistakes and dead ends without enter into details and this project will increase the 

speed and quality design. 

• Outputs 

Outputs from this phase (the specifications) should be formalized so that above 

them in the project to communicate all the people involved, and according to their supplier 

to determine the price for web site creation, and according to them to create - at least in 

basic outline. Details may be given in the documentation, can be discussed successively in 

the development site for the following reasons:  

1.  The sponsor site, author and documentation consultants can change the view to 

implementing some of the sections, pages and features at a time when they see part 

of the site live. Usually, people are not able to imagine the site perfectly, until they 

sees, and even the best design methods do not help them out. Description of detail 

in the documentation is then unnecessary, rather it should contain only the founda-

tion stones on which site stands.  

2.  Details greatly increase the overall size and complexity of the documentation. As 

the sponsor and supplier site then do not pay its enough attention, and just need 

them to explain the details.  
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3.  According to the selected technical solution can often tell which features a section 

of the web will be realized. Too detailed specification is then unnecessary extra 

work.  

4.  Even with extensive and detailed tender documents need to work with all parties to 

communicate in the course of the project work site, and due inquiry and testing 

site.  

Basic documentation for the vendor Web site map (sitemap) and wire-frames (sketches 

pages) described in more detail those steps in the design, which are formed. 

3.1 Web Strategy 

The strategy is "creative conclusion" from the analysis. Logically, it falls to the 

analysis yet, but given its creativity is already encompasses to the proposal. 

3.1.1 A competitive advantage 

It is necessary to determine at this point what the project site should offer new or 

better to its users than the competition - what should be its unique competitive advantage 

(USP) and what should the market break. For this step is key information about the objec-

tives, target groups and competitors from the analysis. To find a competitive advantage is 

also possible to use brainstorming or focus group. More on these methods will be shown 

below. After the entire site should be designed and constructed about competitive advan-

tages. 

3.1.2 Future Development Site 

Part of the strategy should also look at what direction should develop the site into 

the future. There is any precise planning very difficult in today's fast time. It is always 

good to have prepared some ideas for future development based on various assumptions 

about the future, otherwise the project (the company in general) will not develop anywhere 

and allowed to drift environment. 

3.1.3 How many to create Web sites 

Web site set here think having the same graphic design, logo, name, domain and 

navigation. The basic rule for this step is that the project should be divided into several 
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different websites, if not design an information architecture for its supposed contents, so 

that was for users to understand and easy to navigate. This situation arises especially when 

we have a very wide range, range along which at first sight unrelated or range designed for 

very different audiences. But usually it is the default option to create just one site because 

it is easier in this case to build its brand, maintain and develop it. 

3.1.4 Methods of promotion 

In this step, we should think about what methods of promotion website should in 

future use. This question is of course very complex and deals it with the entire field of in-

ternet marketing - especially during the operation site. The purpose of this step is not subs-

titute for this course, but realize the promotional methods, which are for future considera-

tion, and taken into account when designing the Web. It is important, especially in the 

marketing (SEO and PPC), which is good for Web readiness crucial. 

3.2 Content and functionality of future site 

3.2.1 Assembly of all content and functionality 

In this step we need to assemble a list of all content and functionality for future 

site. Documentation of this step is very difficult, therefore it is usually not treated. It is just 

as important in particular, how content is distributed by sections and pages of our site. It 

can be based on user scenarios in this step, if well handled. We should also consider how 

third-party content is available if we want a similar use of content on the web. There are 

very appropriate interviewing potential users, focus group or internal brainstorming to get 

ideas for future content and functionality of the website.  

3.2.2 Prioritization 

Here we should prioritize the list of content and functionality from the previous 

step. Priorities are to serve two purposes:  

1. The succession of site creation. It may be reasonable to divide the implementation 

of the site into several parts in some cases, which starts gradually - first to prepare 

the most important part of the site and run with them, then prepare the other com-

ponents. This procedure is suitable for larger sites where are need to have fast re-
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sults or for projects that carry greater risk of failure (in this case using the basic 

version of the web are trying, if you grab the project, and then if necessary, com-

plementing other content and functionality).  

2. Greater preference for critical content within a site. In this case, the priorities are 

part of the content into a proposal for the structure and site design content and 

layout of each page.  

3.2.3 Taking into account the return on investment (ROI) 

For each of the content we should consider whether we will really enough to invest back 

into it. Each part of course content does not involve direct cash income (or otherwise meet 

the main target site), may be paid in the event that attracts many visitors or meet other in-

termediary target. 

3.2.4 Keyword analysis 

In this section will be described only specific conclusions from the analysis for the design 

of the Web:  

1. When we conducted an analysis of key words previously (in the old version of the 

website or during the analysis of demand), we first extend it to the questions relat-

ing to the content, which we did not expect in such analysis.  

2. As the main questions for the appropriate search engine optimization we choose 

those with high relevance and commercial potential, as far as wanted and competi-

tiveness in both the lowest.  

3. Next we add the questions that are of high relevance and commercial potential and 

high competitiveness in the Wanted. The following questions are for search engine 

optimization goes well, but not in the first place.  

4. The next step, we identify the list of those questions that have less commercial po-

tential and are well sought. These questions are called lateral. They are interesting 

because they can often quite cheaply attract visitors on our web site, which can then 

be persuaded to buy or an equivalent action (depends on the objectives of the 

site). These visitors may also refer to our website and recommend it.  
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5. Now all the selected questions are organized into groups. Each group should 

present a single page, which will seek to attract visitors from search engines to 

questions located in the group. We should make groupings at least the most impor-

tant questions. 

3.3 Web structure 

The aim of this step is to propose a structure (hierarchy) site, i.e. the one in which 

categories and how the content (which we have collected previously) group. In conclusion 

of this step is the content of navigation. Thus, we describe the different types of naviga-

tion, then I will deal with best practices for design and navigation methods chosen for their 

design, and finally ways of navigating documentation. 

3.3.1 Types of Navigation 

Basic navigation division is as following [8]: 

• Global navigation 

Section contains the main site, usually located on all pages (in a vertical or horizontal 

stripe). If a site optimized for search engines, should the majority of introductory pages of 

each section represent the most wanted and most competitive relevant keywords. Global 

navigation is in addition to facilitating the movement of the web further, equally important 

function - it should give an overview of the range of themed Web site to users. 

• Local navigation 

Navigation within each main section includes links to individual subsections. It is dis-

played only when the user is located in the section (either as part of a global navigation or 

separately, again vertically or horizontally). Along with the global navigation are some-

times collectively known as the basic navigation. 

• Ancillary Navigation 

Links to pages outside the main navigation hierarchy, linked from every page - for exam-

ple Recommend site Sitemap or the Terms. 
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• Gallery 

Gallery is a special site where main contents are only links to other sites - for exam-

ple, listing of articles, products, or extract the search results. 

• Facety classification 

Many types of content are needed to sort by multiple criteria. Eg.wine can be sorted by 

color, national origin, variety, etc. These criteria called facets and the resulting navigation 

is called facety classification. 

• Breadcrumb 

This type of navigation as part of the web structure is usually not dealt with. The menu is 

mostly located at the top of each page and shows what pages and sections are in the hie-

rarchy take precedence over the current page. Primarily this menu is used for users to na-

vigate, especially when visitors coming from search engines or another site. 

• Contextual links 

They are usually presented through the context menu (related links). Those linking sites 

that are located elsewhere in the structure of pages in other sections, but in some way 

linked together thematically. It is usually possible to better adapt to web users represented 

by user journey scenarios use contextual links. 

• Alternative and Complementary navigational charts 

It is good to consider after the primary form of navigation design if it is not appropriate to 

disclose the contents of the site's features and still other types of navigation - for example, 

according to other characteristics of the product or target groups. Is it possible to ponder 

the less frequent use of navigational charts, such as tagging. 

• Other types of navigation 

Among the navigation is sometimes classified as searching within a site, site map (a page 

listing all the Web pages, or at least the main sections), indexes (the page with a list of 

keywords that occur on the site with links to individual instances) and guides (user particu-

lar process by page sequence performing, such an order in online store). Other possible 

types of navigation are as follows:  
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 Themes - the topic content is sorting criterion.  

 Target groups - for example, Web site’s  section for companies and entrepreneurs.  

 According to the tasks users - according to what they want to reach users on the Web, 

based on user scenarios.  

• Recommended procedures for designing the structure of the Web  

 Design of the Web come out of the two basic inputs:  

 A structure of content that is needed to present the web – eg. the articles may be 

heading, brief description, the date, author, keywords and full text.  

 Perception of content by users, ie, what contents are important to them, or how 

much matter is how different parts of the contents are understood and perceived. Eg. the 

article will be very important for the user title and description, and you should therefore 

certainly be located at the gallery. Author and date may not be located in some cases.  

At designing a website is needed the two primary inputs (views on the content) to balance 

between appropriate.  

 It is very important to proper names of individual items at designing the structure of the 

web (sections, subsections, pages, etc.), but also there are often the most difficult tasks.  

The description should be always interpreted to the widest group of users. It is advisable 

often not to be afraid to write more names to better describe the content of each item. 

 The hierarchy is generally more recommended wider rather than deeper - that is rather 

less levels, but with more items in each level. User has to click more in deeper hierarchy, 

which is time consuming for him (assuming it does when passing through the hierarchy 

error and subsequently corrected).  

 There should be a maximum of about seven items on each level of the hierarchy. Around 

this number varies the maximum number of options that one is able to simultaneously 

compare. This rule obviously does not apply if the option is "mindless", such as the choice 

of language users.  

 Each hierarchy always should be formed only by one criterion, it should be more of them 

combine together.  
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 To a certain level of hierarchy should always include all of the content (eg sites, products 

or articles) that are available. It should not happen that some content is only available at a 

higher level of hierarchy.  

If such site offers twenty red computers, twenty blue computers, two silver computers and 

one black computer, it should contain only subcategories "Red PC" and "Computer Blue", 

with the silver and black computer to be found only in the parent category "Computers 

". The correct solution is the introduction of sub-"Silver Computer 'and' Black Computer" 

or in one sub-category "Other" (if the computer long enough, and the users do not seek so 

much).  

 We are looking for context links at the structure by walking through the main hierarchy 

for each item we will ask the following questions: Would the user find the item else-

where? What items related to it? What items are thematically related? For what other items 

a user might find this item?  

 Designer may be inspired by competing webs at creating web structure. In addition to the 

inspiration itself more easily to our web site, including the logic on which users are already 

familiar from other sites.  

 In addition to the logic of the structure of the site should respect the priorities of individ-

ual pieces of content. Ie. If it is not entirely logical to add an item to the highest level of 

basic navigation, we should put it there if it is commercially or otherwise important.  

 The structure of the web should use the links appropriately internally distributed Page-

Rank (evaluation of the quality of search engine links page). Important sites should have 

the most links from other web sites (it usually arranges for the fact that they are located up 

in the hierarchy), and variability is important words in the text links to individual pages.  

3.4 Methods for designing the structure of the Web 

The following methods can help us at designing the structure of the web: 

3.4.1 Card sorting (sorting cards) 

With this method, different parts of the content written on paper cards and let the hired 

testers (future users of the web with current capabilities using the Internet) to categorize 
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into groups (which are either ready, or you yourself create testers). We communicate with 

the tester in sorting into groups, which serves us a good insight into the thinking of users 

(and thus facilitate the subsequent structure design better). Another possibility is to calcu-

late the various statistical indicators to indicate how often the cards are together in a group. 

3.4.2 Testing by tasks / user scenarios 

We simulate users by themselves in this test - we are using the proposed structure to per-

form the tasks that will be on site to meet users. We usual find the problems and ambigui-

ties. If we prepare user scenarios, we are coming from them. 

3.4.3 Users testing navigation 

This test is the same as the previous method, only the tasks are performed by outside hired 

testers (ordinary Internet users). 

3.4.4 Controlled vocabularies 

Controlled vocabularies are a tool for picking dates, relationships and hierarchies in a par-

ticular field. 

3.4.5 Documentation of the proposed site structure (sitemap) 

Documentation for web structure is a set of diagrams, called Visual vocabulary for 

describing information architecture and interaction design that is widely supported by 

manufacturers of software and web proffesionals recognition. 

Creating this documentation is quite lengthy, it is usually necessary to prepare a draft 

structure of a pencil on paper (otherwise we are constrained applications charts they 

use). Therefore, he mostly used for documentation web structure specialized software to 

create mind maps (mind maps), namely FreeMind (but the market is in many other prod-

ucts). FreeMind[9] enables easy capture of web structure without the need to address given 

final map (it deals with the software itself). 
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3.5 Distribution of content to the site 

This step specifies the content of Web sites - usually not all (it would not be effective), but 

a few typical pages. Examples are the homepage, the homepage of the main section, page 

listing of products, product detail page. 

3.5.1 Details of the specification page 

At each site we should at least specify:  

 Page Title - is usually used as the HTML (HyperText Markup Language) title ele-

ment, but may also use the page title, breadcrumb, or in internal links (We often choose 

different names for the page to get the highest variability of keywords).  

 URL of the page.  

 Key words - each page should be optimized for only a few phrases (typically on a group 

of phrases, keyword analysis). Keywords for this page should be prioritized and respected 

in the text content and text links to a page within the site and elsewhere on the Internet 

(where it can affect).  

 Content sites - a list of content elements which will be located on the site. Each content 

area should be designated a priority that should be taken into account later when creating 

web graphics.  

3.5.2 Documentation 

We can use one of these options at design documentation for each site or combination the-

reof:  

 Wire-frames - sketches site. These are sketches of sites without any graphics. There Are 

only visible page content, its layout and priorities of individual elements. Wire-frames can 

be created using chart programs (eg. MS Visio) or manually with pencil and paper (and 

subsequent scanning).  

 Text labels of pages.  

 HTML prototype – is a set of linked HTML pages that mimic the behavior of the future 

Web. Pages are no graphics and only include content elements diagrammatically.  
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If the site contains many different elements of content, clarity usually create wire-

frames. If the site is so complicated, or if you want to keep graphic artist more freedom, 

create text-only site descriptions. 
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4 USING FCA IN WEB ANALYTICS 

Web analytics is closely related to design and redesign of the site. Brings with it 

useful data that is processed later. Based on the processing of such data is identifying fur-

ther ways of development and restructuring the Web. Web analytics recorded user beha-

vior on our site. They give us lots of information, such as where to get a visitor came to the 

key words used to find our website, how much time they spend on each page of our Web 

site, etc. With the consistency of the data to better understand visitor behavior and focused 

on target groups that visit our site. Web analytics give us a large amount of data that we 

process for further development. This data will show the tools created specifically for web 

analytics. The best known and most comprehensive tool is Google Analytics. Google ana-

lytics gives us all the reports in a simple and understandable form[10]. 

 

Figure 3 Google Analytics dashboard view 

4.1 Web analytics with FCA 

Google Analytics [11] gives us figures and graphs for a certain period, then we need to 

work with this data as a whole. We can not the data from Google Analytics to analyze for 

each user. Thus we could not use the FCA. Here we must use a tool Excellent Analytics, 
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which is the extension of Microsoft Excel [12]. It can export the data necessary for us to 

each visitor individually. 

 

Figure 4 Excellent Analytics in use 

 

Excellent Analytics tool get outputs that can acquire a large number of rows. From these 

data we can accurately determine the behavior of visitors to our website. To find the con-

nection of user behavior on web pages, we must apply the FCA. 

4.1.1 FCA Excel Template 

An extension of Microsoft Excel called FCA Excel Temlate can compute and represent 

graphs from context table. Authors of this tool are Radvanský and Martin Sklenář [13]. 

The tool can compute concepts. Here we can see which objects have the same attributes 

specifically connection between them. Each concept is represent by edges.An advantage is 

the other color of selected edge. So we can see connections into the details. 
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Figure 5 FCA Excel Template 

Example 4.1 We need to specify categories for article types at the development of the web 

sites. We have types of articles and their attributes. Visitors are useful to find out the same 

types of information in the same category. 
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Article 1 
 

1 
  

1 1 1 
Standart 1 1 1 1 1 

   Law 1 1 1 1 1 
   Government Regulation 1 1 

 
1 1 

   Decree 1 1 
 

1 1 
   Directive 1 1 

      Judgment 1 1 1 
     Research 1 1 1 
     Events 1 1 

     
1 

Answers&Questions 1 
 

1 
     Reviews 1 1 1 
   

1 1 
Professional publications 1 1 1 

     Statistics 1 
 

1 1 
    Vocabulary 1 

 
1 1 

    Table 3 Context of article types and attributes 
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{Article; Standart; Law; Government Regulation; Decree; Directive; 
Judgment; Research; Events; Answers&Questions; Reviews; Profes-
sional publications; Statistics; Vocabulary} {text} 
{Article; Events; Reviews} {text; ads} 
{Standart; Law; Government Regulation; Decree; Statistics; Voca-
bulary} {text; list} 
{Article; Standart; Law; Judgment; Research; Answers&Questions; 
Reviews; Professional publications; Statistics; Vocabulary} {text; information} 
{Article; Reviews} {text; information; products; ads} 
{Article} {text; information; image; products; ads} 
{Standart; Law; Statistics; Vocabulary} {text; information; list} 
{Standart; Law; Government Regulation; Decree; Directive; Judg-
ment; Research; Events; Reviews; Professional publications} {text; link} 
{Events; Reviews} {text; link; ads} 
{Standart; Law; Government Regulation; Decree} {text; link; list; legislation} 
{Standart; Law; Judgment; Research; Reviews; Professional publi-
cations} {text; link; information} 
{Reviews} {text; link; information; products; ads} 
{Standart; Law} {text; link; information; list; legislation} 

{} 
{text; link; information; list; legislation; 
image; products; ads} 

Table 4 Concepts of the Table 3. 

 

Figure 6 Graph with concepts of the Table 3. 

Here we can see a part of solutions oin the graph. Types of articles goes through the edges 

in the same side. For example c(2) conatins {Standart; Law; Government Regulation; 

Decree; Statistics; Vocabulary} with the same attributes {text; list}. 
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Example 4.2 We need to find out if visitors with a small resolution of their display leave 

our websites early than visitors with a large resolution. We have got bounce rates, user 

resolution and time on site from Google Analytics. 

 
Resolution < 1024x768 Bounce rate > 40% Time on site < 10sec 
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  Visitor 5 

   Visitor 6 
   Visitor 7 
 

1 
 Visitor 8 

 
1 1 

Visitor 9 
   Visitor 10 
 

1 
 Visitor 11 

   Visitor 12 
   Visitor 13 
   Visitor 14 
 

1 
 Visitor 15 

   Visitor 16 
   Visitor 17 
   Visitor 18 
 

1 
 Visitor 19 

   Visitor 20 
   Visitor 21 
   Visitor 22 
   Visitor 23 
   Visitor 24 
 

1 
 Visitor 25 

   Visitor 26 
   Visitor 27 
   Visitor 28 
   Visitor 29 
   Visitor 30 
   Visitor 31 
   Visitor 32 
   Visitor 33 
   Visitor 34 
   Visitor 35 
   Visitor 36 
 

1 
 Visitor 37 
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Visitor 40 

 
1 1 
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   Visitor 42 
   Visitor 43 
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   Visitor 46 1 1 1 
Visitor 47 1 

  Visitor 48 1 1 1 
Visitor 49 1 1 

 Visitor 50 1 
  Visitor 51 1 
  Visitor 52 1 1 

 Visitor 53 1 1 1 
Visitor 54 1 

  Visitor 55 1 
 

1 
Visitor 56 1 1 1 
Visitor 57 1 

  Visitor 58 1 
  Visitor 59 1 
  Visitor 60 1 1 1 

Table 5 Context of visitors 
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{Visitor 1; Visitor 2; Visitor 3; Visitor 4; Visitor 5; Visitor 6; Visitor 
7; Visitor 8; Visitor 9; Visitor 10; Visitor 11; Visitor 12; Visitor 13; 
Visitor 14; Visitor 15; Visitor 16; Visitor 17; Visitor 18; Visitor 19; 
Visitor 20; Visitor 21; Visitor 22; Visitor 23; Visitor 24; Visitor 25; 
Visitor 26; Visitor 27; Visitor 28; Visitor 29; Visitor 30; Visitor 31; 
Visitor 32; Visitor 33; Visitor 34; Visitor 35; Visitor 36; Visitor 37; 
Visitor 38; Visitor 39; Visitor 40; Visitor 41; Visitor 42; Visitor 43; 
Visitor 44; Visitor 45; Visitor 46; Visitor 47; Visitor 48; Visitor 49; 
Visitor 50; Visitor 51; Visitor 52; Visitor 53; Visitor 54; Visitor 55; 
Visitor 56; Visitor 57; Visitor 58; Visitor 59; Visitor 60} {} 
{Visitor 1; Visitor 8; Visitor 39; Visitor 40; Visitor 46; Visitor 48; 
Visitor 53; Visitor 55; Visitor 56; Visitor 60} {time on site} 
{Visitor 7; Visitor 8; Visitor 10; Visitor 14; Visitor 18; Visitor 24; 
Visitor 36; Visitor 40; Visitor 44; Visitor 46; Visitor 48; Visitor 49; 
Visitor 52; Visitor 53; Visitor 56; Visitor 60} {Bounce rate} 
{Visitor 8; Visitor 40; Visitor 46; Visitor 48; Visitor 53; Visitor 56; 
Visitor 60} {Bounce rate; time on site} 
{Visitor 1; Visitor 2; Visitor 3; Visitor 4; Visitor 46; Visitor 47; 
Visitor 48; Visitor 49; Visitor 50; Visitor 51; Visitor 52; Visitor 53; 
Visitor 54; Visitor 55; Visitor 56; Visitor 57; Visitor 58; Visitor 59; 
Visitor 60} {small resolution} 
{Visitor 1; Visitor 46; Visitor 48; Visitor 53; Visitor 55; Visitor 56; 
Visitor 60} {small resolution; time on site} 
{Visitor 46; Visitor 48; Visitor 49; Visitor 52; Visitor 53; Visitor 56; 
Visitor 60} {small resolution; Bounce rate} 

{Visitor 46; Visitor 48; Visitor 53; Visitor 56; Visitor 60} 
{small resolution; Bounce rate; 
time on site} 

Table 6 Concepts of visitors 

These concepts show a small number of visitors with lower screen resolution and high 

bounce rate. Now we can say that websites are readable on the small computers like net-

books or mobile phones. 

 

Figure 7 Graph of visitors from Example 6 
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Example 4.3 In development of banner system on our sites we need to know what time our 

visitors come to our sites. By these data we can select payment rules for a displaying ban-

ners on our sites. 
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       Table 7 Context with times of visits 
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As you can see in the table, we need hours of the day and spend time on site from Google 

Analytics. Thanks to those data we can say when is Prime Time on our sites. 

{Visitor 1; Visitor 2; Visitor 3; Visitor 4; Visitor 5; Visitor 6; Visitor 7; Visitor 8; Visitor 9; Visitor 10; Visitor 
11; Visitor 12; Visitor 13; Visitor 14; Visitor 15; Visitor 16; Visitor 17; Visitor 18; Visitor 19; Visitor 20; 
Visitor 21; Visitor 22; Visitor 23; Visitor 24; Visitor 25; Visitor 26; Visitor 27; Visitor 28; Visitor 29; Visitor 
30; Visitor 31; Visitor 32; Visitor 33; Visitor 34; Visitor 35; Visitor 36; Visitor 37; Visitor 38; Visitor 39; 
Visitor 40; Visitor 41; Visitor 42; Visitor 43; Visitor 44; Visitor 45; Visitor 46; Visitor 47; Visitor 48; Visitor 
49; Visitor 50; Visitor 51; Visitor 52; Visitor 53; Visitor 54; Visitor 55; Visitor 56; Visitor 57; Visitor 58; 
Visitor 59; Visitor 60} {} 
{Visitor 1; Visitor 2; Visitor 13; Visitor 17; Visitor 18; Visitor 19; Visitor 20; Visitor 24; Visitor 25; Visitor 
26; Visitor 27; Visitor 28; Visitor 29; Visitor 30; Visitor 31; Visitor 35; Visitor 36; Visitor 37; Visitor 42; 
Visitor 43; Visitor 45} {time on site > 500} 
{Visitor 12; Visitor 18; Visitor 20; Visitor 21; Visitor 25; Visitor 28; Visitor 31; Visitor 42; Visitor 50; Visitor 
58} {21-22} 

{Visitor 18; Visitor 20; Visitor 25; Visitor 28; Visitor 31; Visitor 42} {21-22; time on site > 500} 

{Visitor 1; Visitor 6; Visitor 13; Visitor 23; Visitor 27; Visitor 29; Visitor 41; Visitor 49} {19-20} 

{Visitor 1; Visitor 13; Visitor 27; Visitor 29} {19-20; time on site > 500} 
{Visitor 14; Visitor 19; Visitor 22; Visitor 32; Visitor 33; Visitor 40; Visitor 44; Visitor 47; Visitor 48; Visitor 
57} {17-18} 

{Visitor 19} {17-18; time on site > 500} 

{Visitor 2; Visitor 8; Visitor 39; Visitor 46; Visitor 54; Visitor 55; Visitor 56} {15-16} 

{Visitor 2} {15-16; time on site > 500} 

{Visitor 4; Visitor 5; Visitor 9; Visitor 17; Visitor 38; Visitor 52; Visitor 53} {13-14} 

{Visitor 17} {13-14; time on site > 500} 

{Visitor 7; Visitor 16; Visitor 24; Visitor 26; Visitor 36; Visitor 37} {11-12} 

{Visitor 24; Visitor 26; Visitor 36; Visitor 37} {11-12; time on site > 500} 
{Visitor 3; Visitor 10; Visitor 11; Visitor 15; Visitor 30; Visitor 35; Visitor 43; Visitor 45; Visitor 51; Visitor 
59; Visitor 60} {8-10} 

{Visitor 30; Visitor 35; Visitor 43; Visitor 45} {8-10; time on site > 500} 

{} 

{8-10; 11-12; 13-14; 15-16; 
17-18; 19-20; 21-22; time on 
site > 500} 

Table 8 Concepts of context for Example 4.3 

The concepts show that visitors often come to our websites in the morning and in the even-

ing. We have almost similar numbers between 8-10 hours and 21-22 hours. It is not impor-

tant to have as many visitors, but also the longer time on site. 
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Figure 8 Conceptual lattice of visit times on the websites 

We follow verticles connected to vertical c(1) in the figure. C(1) is spent longer time on 

site. 

In the other example when we need to know which time is the best time for sending our 

newsletter, is needed to add attribute day of visit. 
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CONCLUSION 

Master thesis deals with the using of formal concept analysis as a general method 

for processing websites. It is important theme in design of websites. In the theory there are 

introduced the basic concepts of the lattice theory, which is fundamental for a formal con-

cept analysis. There are presented the basic concepts and assertions of a formal concept 

analysis, which are demonstrated by the appropriate examples. The objective of this theory 

is a graphical representation of concept lattices in the form of Hasse diagrams. 

Analysis concerns general methods for designing websites and its main structure. Next 

section deals the most popular method for processing websites called web analytics. With 

web analytics is presented tool for processing data Google Analytics.  

This thesis is to show formal concept analysis used to design websites and their 

processing. We can find its advantage in compared with the general method in mathemati-

cal terms. Unlike the general methods that use statistical analysis (frequency), we obtain 

the relationships between objects and their characteristics. We understand each user as 

object which attributes are metrics when visiting websites. Other objects may be types of 

goods, articles and more. General methods use intuitive design based on the data ob-

tained. Formal concept analysis allows visualization of the relationships derived by con-

ceptual relations. The result of a formal concept analysis is a clearer visualization of ob-

tained relations and easier workflow for webdesigners.  Visitors give more relevant infor-

mation to their query. I have implemented these methods in the design of an information 

portal for personal protective equipment[14]. 
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