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Abstrakt

Informacni a komunikacni technologie (ICT) tvofi soucast infrastruktury vétSiny modernich
organizaci ve vSech sektorech ekonomiky a jejich popularita neustéle vzrista s novymi produkty
a snadnou dostupnosti také u spotfebiteld. ICT organizacim pomdhaji plnit operavni i strategické
cile, definované v podnikovych dokumentech, a jsou dnes jiz natolik duleZité, Ze nékterd odvétvi
jsou podminéna jejich bezchybnou funk¢nosti a nepfetrzitou dostupnosti, namatkou algoritmické
a vysokofrekvencni obchody, elektronicka trzisté, energetika, vojenstvi a zdravotnictvi. Financni,
hmotné a lidské ztréty, které byly v posledni dobé zaznamenany dokazuji neplatnost vyse
zminénych predpokladi.

Autor se domniva a predpokladem této disertacni price je, Ze izkym mistem jsou predevsim
zaméstnanci a jejich chovani. Zajisténi ICT bezpecnosti je proto tkolem, na némz by se méli
svym pristupem a chovanim podilet vSichni ¢lenové organizace. Dizertacni prace je proto
zameéiena na oblast bezpecnosti ICT z pohledu organizace i uZivatele. Po resersi sekundarnich
literarnich zdroju jsou formulovany predpoklady pro vyzkumnou c¢ast, jez nejprve zhodnoti
soucasny stav. Vystupy pak budou zdkladem pro tvorbu modelu a doporuceni, zajist'ujicich
zvyseni bezpec¢nosti ICT a uzivateld, prichdzejicich s nimi do kontaktu a povazovanych dto¢niky
za cenny zdroj informaci.

Uzivatelé se z ruznych pfi¢in nechovaji v souladu s nejlep$imi praktikami bezpecnosti, coz
mohou podniky korigovat direktivnimi a vzdéldvacimi metodami a také ukdzkami moznych
dopadi nevhodného vyuzivani ICT. Jednim z aktualnich, ale malo rozsifenych zptsobi je cilené
oddéleni osobniho a pracovniho prostoru vyuZzitim politiky elektronickych, centrdlné distribuo-
vanych profili pro chytrd mobilni zafizeni, dovolujici pfesnou definici povoleni a omezeni pro
kazdy pristroj po dobu pracovni doby i pfi vzdalenych interakcich s informacnimi systémy. Oset-
feni na trovni uzivateld v§ak musi byt doplnéno opatfenimi pro dalsi soucasti ICT infrastruktury:
zabezpeCeni operacnich a databazovych systémt; audity webovych rozhrani; revize krizovych
planti a plant obnovy pro piipady neocekdvanych vypadkl nebo napadeni; pravidelné testovani
uzkych mist a jejich odstrafiovani; v€asna instalace aktualizaci; a pribéZny monitoring a aplikace
mysleni utoc¢nika pii zkoumani slabin systému i jeho prvki.

V prvni kapitole disertacni prace je vymezena terminologie. Ve druhé kapitole jsou predsta-
veny zakladni principy informacni bezpecnosti, tvorici CIA (Confidentiality, Integrity, Availabi-
lity) triddu. Ve tfeti kapitole je popsan trend BYOD (Bring Your Own Device), ktery se zacina
prosazovat pfi préci s citlivymi daty, budou také pribliZena mobilni zafizeni a jejich vliv na
bezpecnost. Ve ¢tvrté kapitole budou demonstrovany utoky, pomoci nichz je utocnik schopen ne-
opravnéné ziskat pristup k citlivym datim zneuZitim softwarové infrastruktury nebo zaméstanct,
ktefi mohou byt manipulovani prostfednictvim cilenych nebo plo$nych pokust o kompromitaci
cilového systému. V pété kapitole jsou formulovany cile, védecké otazky, hypotézy a metody,
které budou v dizertacni praci vyuzity pro jejich testovéani. V Sesté a sedmé kapitole jsou po
provedeni kvalitativniho i kvantitativniho vyzkumu a vhodnych statistickych testi vysloveny
zavéry o predstavenych hypotézach. V osmé kapitole je predtaven model ICT bezpecnosti a eko-
nomické ukazatele, které mohou organizacim pomoci pii vyhodnocovani ekonomickych piinost
implementace opatieni ICT bezpecCnosti. V devaté kapitole jsou shrnuty vysledky disertacni
prace. V devité kapitole jsou zminény piinosy pro védu, praxi a vyuku spolu spolu s moZnostmi
budouciho navazujictho vyzkumu.

Dizertacni prace predstavi procesni model ICT governance integrujici poznatky z vyzkumné
casti. Také formuluje feSeni pro hlavni aspekty organizacni bezpecnostni politiky, napiiklad
BYOD management, vzdélavani zaméstnancii, a zabezpeceni infrastruktury spolu se spravou
hesel a nejlepSimi praktikami v t€chto oblastech. Vysledkem implementace tohoto modelu do



praxe by mél byt podnik s politikou reflektujici existujici 1 nastupujici hrozby, a vzdélani, na
bezpecnost orientovani zaméstnanci.



Abstract

Information and Communication Technology (ICT) forms infrastructure basis of most modern
organizations in all economic sectors and has become more popular with individuals via new
products and its ubiquitousness. Companies use ICT to fulfill both operational objectives and
strategic goals, outlined in their fundamental documents. Nowadays, whole industries including
algorithmic and high-frequency trading, online retailing, energy industry, military, and health care
all assume uninterrupted ICT functionality and continuous availability. The repeated financial,
material, and human losses that have occurred recently demonstrate this status should not be
taken for granted.

It is the author’s belief and the focus of this dissertation that the primary cause for these losses
is people, and their actions. Hence, each employee should strive to minimize threat exposure.
The doctoral thesis deals with corporate- and user-centric ICT security. Based on evaluation
of secondary sources, assumptions for the research part will be formulated by first assessing
the current state. The research output will then help formulate recommendations to promote
increased security of ICT and users coming into contact with sensitive electronic assets whom
the attackers consider a valuable source of information.

Individuals tend not to behave in a variety of means for various reasons, requiring orga-
nizations to employ directive and educational methods along with real-life demonstrations
of inappropriate use of ICT. For example, one of the current, albeit scarcely used means are
centrally-managed profiles separating personal and work space on small form-factor devices
(smartphones, tablets) which allow specifying permissions and restrictions during work time and
when remotely accessing protected data. The user-level focus must be complemented with efforts
pertaining to ICT infrastructure elements: operating and database systems security; web user
interface audits; revisions of crisis and contingency plans for unexpected disruptions or targeted
actions; bottleneck identification and elimination; patch management; continuous monitoring;
and applying attacker’s mindset when discovering weaknesses within the system and its parts.

The first chapter delimits terminology used throughout the work. The second chapter intro-
duces elements of the CIA (Confidentiality, Integrity, Availability) triad. The third chapter deals
with BYOD (Bring Your Own Device), a trend increasingly common in organizations; mobile
devices and how they may affect security will be also described. The fourth chapter demonstrates
vectors which enable the adversary unauthorized system access using malicious techniques
directed at ICT infrastructure as well as users who could be manipulated by custom-tailored or
large-scale campaigns aimed to penetrate defensive measures and establish persistence. The fifth
chapter formulates goals, scientific questions, hypotheses, and methods used to test them in the
doctoral thesis. The sixth chapter presents and analyzes results of a large-scale questionnaire
research conducted on a representative sample of participants. The eighth chapter consists of
two case studies which practically investigates weaknesses in selected areas of ICT security. The
ninth chapter outlines an ICT security governance model and economic metrics based on findings
from the questionnaire research and the case studies. The tenth chapter lists contributions of the
thesis for theory and practice, possible future research directions along with concluding remarks.

The ICT security governance model in chapter nine articulates recommendations for major
aspects of organizational policies such as BYOD management, employee training, infrastructure
hardening, and password management which are discussed and best practices devised. The result
of implementing the model should be an organization capable to face existing and novel threats,
and educated, security-conscious employees.
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1 INTRODUCTION

Our society has been increasingly accentuating knowledge-based skills and competencies over
traditional production factors of labor, land, and capital (Drucker, |1996)). As more economic
sectors have transformed to include knowledge as their primary innovation engine and com-
petitive advantage (Porter, 1985)), “knowledge society” emerged to denote their importance.
Knowledge society is a continuation of previous cycles of history where data and information
played identical roles as driving forces of economies and societies. Even though “data society”
and “information society” have not been widely used, the ideas about them resulted in adopting
new ways of thinking that offered different perspectives, and brought about new challenges. One
of them was to effectively manage the technology processing electronic data and information.

Complexity forces individuals to specialize while retaining broad pool of general knowledge.
Work teams are assembled from different nationalities irrespective of geographic, cultural, and
demographic boundaries. Their members are expected to communicate and collaborate in order
to provide novel angles of addressing problems, necessitating informed, data-driven decisions
in the process. Data and information, some stored in electronic systems, can be combined to
enable knowledge creation (Ackoff, 1989). Even though data and information are also found in
physical form, efforts have been made to transfer as much of them as possible to digital form,
demonstrating how ICT helps in fostering knowledge creation (Seki, 2008). This process will not
be a matter discussed in the doctoral thesis, though; an assumption will be made that knowledge
already exists.

The history of ICT is shorter compared to mathematics. Its influence, however, has been
growing rapidly in decades since the inception of a silicon-based integrated circuit on the onset
of 1960s (Lécuyer & Brock, 2010). Prohibitive prices, low hardware performance and software
selection as well as limited portability were initially preventing spread of ICT into commercial
sector. Technological advances (microprocessors, storage, memory, networks) and economies of
scale decreasing Total Cost of Ownership (TCO) have gradually made the technology viable for
corporations in need of storing data and information for later use, providing analytic facilities,
ensuring redundancy, allowing local and remote interactions with fast access times, and making
data operations (adding, updating, deleting) more convenient. Later, small and medium enter-
prises (SMEs) have begun to greatly invest in ICT to create temporary competitive advantage
window, but as more companies were adapting to the market change, these gains diminished.
Firms have thus started looking for novel ways to get ahead of competitors, fully embracing
technological advantages made possible by data and information economies. Governments, local
administrations, health care, and educational institutions have also recognized ICT’s growing
importance and have been moving toward storing, transmitting, and processing digital data.
Broadband Internet connections, mobile devices, computer-aided design, cloud computing, so-
cial networking, and touch interfaces all demonstrate how new technologies shape industries and
individuals.

In spite of benefits and positive effects, the accelerating rate of change results in an ever-
increasing gap between general level of knowledge and ICT complexity, a trend called digital
divide (Bindé, 2005). The majority of users lack understanding of lower-level hardware and
software functioning with a result that the ICT infrastructures in organizations become morally
or technically obsolete while still processing sensitive data (industrial simulations, product
blueprints, financial transactions, personally-identifiable information). Moreover, contingency
plans are neither updated nor tested, I'T risks remain unmonitored and unmanaged, and employees
untrained. This contributes to a business environment where ICT is expected to be error-prone
and perform adequately all the time without financial support due to a belief the technology is
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sophisticated enough. Such presumptions have been proven incorrect on numerous occasions,
and this is where the author intends to address some of the challenges.

The objective of this doctoral thesis is to assemble a model conceptualizing recommendations
and best practices from application, computer, data, network, and mobile security to better
protect users and organizations from threats emerging due to pervasive use of technology.
Through detailed overview of existing and emerging attack vectors, the author possesses a strong
background to make informed decisions about taking precautions, setting security policies, as
well as estimating and decreasing ICT-related risk. The topic is highly relevant: it was estimated
the amount of newly created or replicated data in 2011 would surpass 1.8 trillion gigabyte
while “[I]ess than a third of the information...can be said to have at least minimal security
or protection; only about half the information that should be protected is protected” (Gantz &
Reinsel, 2011)).

The author believes organizations can better face the dynamic developments in ICT by
hardening their infrastructures and focusing on employee training. The doctoral thesis provides
means for both based on research utilizing primary data. Its results are then formalized into an
ICT security governance model addressing major security issues.

'1 gigabyte (GB) = 10° bytes = 2" bits.
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2 CURRENT STATE OF THE PROBLEM

2.1 Terminology

Before information security principles are detailed in chapter[2.2] a set of recurring terms will be
delimited to prevent ambiguity in meaning. Definition of cybernetics in particular has undergone
revisions. Originally, it had described a system which alters its behavior through a feedback
loop based on external and internal stimuli using mathematical equations; application to social
sciences necessitated new approach due to presence of human element not adhering to any single
quantifiable principle. The notion of risk varies (financial, political, technological, ecological)
and sources prioritize different aspects. The International Organization for Standardization (ISO)
introduced general definition of risk as a consensual agreement among subject-matter experts
but different industries adopted their own. Business processes have been extensively researched
and delimiting them should not pose a challenge. While security may seem intuitive, lack of
accepted metrics has made it difficult to measure and compare. Because cybernetics, risk, and
security are controversial with many opposing and contradictory views, it is the author’s opinion
that multiple definitions, summaries, and references to later chapters should provide sufficient
background so that no misinterpretation can occur. Data, information, knowledge, and processes
will also be analyzed to the extent necessary for use without broader discourse.

2.1.1 Cybernetics

Cybernetics is a transdisciplinary field dealing with transmission and processing of information in
biological and non-biological systems. These contain mechanisms (feedback loops) which allow
to modify inputs based on output characteristics, a form of self-control or self-regulation. Systems
can operate without external interventions for extended time periods if they are required to
integrate only changes from within; however, all organized structures are placed in environments
which influence them and vice versa. A system must accept feedback signals coming from inside
(internal) and outside (external) with the latter exhibiting wide fluctuations (e.g., automated
financial trading). In cases where variations would threaten its stability, system operator tweaks
settings and threshold parameters to guarantee appropriate response. Unfortunately, social
systems are not manageable in such a way.

Foundations of modern cybernetics were laid at the Macy Conferences during 1946-1953
(American Society for Cybernetics, 2008). Notable scientists including Claude E. Shannon,
Norbert Wiener, John von Neumann or Heinz von Foerster attended, each of whom contributed
substantially to the field. Wiener is considered a founder of modern cybernetics (Yingxu Wang,
Kinsner, & Zhang, 2009); he introduced it as the science of communication and autonomous
control in both machines and living things (Wiener, 1963)). The concept of self-operating
machines had previously been explored by Turing (1950), Shannon (1956)), and von Neumann
(1981]). Of special note is the work by Alan Turing who proposed a test to determine whether
a machine is capable to act intelligently to the point where it is hardly or entirely unrecognizable
from human as judged by human observer. Artificial intelligence (Al), a branch of computer
science closely related to cybernetics was established to research such hardware and software
agents. A reverse Turing test where humans prove themselves to machines, often encountered as
Completely Automated Public Turing test to Tell Computers and Humans Apart (CAPTCHA),
also exists. In chapter [2.4.2] attacks will be demonstrated which employ machine learning
techniques to break the test, creating a loop whereby a machine is used to help human pass
a machine-imposed challenge.
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Figure [I] illustrates an expanded ideal feedback loop model from a cybernetic viewpoint.
System input is influenced by a sum of external stimuli taken into account when adjusting
its behavior, and the feedback loop signal. Its immediate output, again modulated by some
properties from the outside environment serves two functions: closing the feedback loop and
producing a response to be sent out which alters all systems in the surroundings.

External
stimulus

System

Input Output

External _|
stimulus

»
»

Y

&

Feedback | g
loop

Environment

Fig. 1: Expanded ideal feedback loop model. The system generates a response which reflects internal
and external changes. Output influences other systems in the surroundings, altering their input charac-
teristics.

Source: own work.

Wiener’s limited definition needed expansion when findings from cybernetics were incorpo-
rated to anthropology, biology, control, information and systems theory, psychology, sociology,
etc. In 1970s, a new (second-order) cybernetics emerged emphasizing how the participant
observer affects the system under investigation due to them being part of either internal or
external environment. A number of academics including Harries-Jones (1988)), Pask (1996) , and
von Foerster (2003) all argued self-organization without strict control to be an important property,
providing complex systems (social, economic) with autonomy to flexibly react to changes. Inter-
estingly enough, the Internet could be considered such structure: the Border Gateway Protocol
(BGP) (Network Working Group, [2006) was designed to de-emphasize hardware components
in favor of a result-based approach where each packet, the elementary unit of electronic com-
munication, travels from one point to another through a series of “hops” using dynamically
updated tables. The tables provide distinct pathways from source (input) to destination (output)
with the lowest packet delivery (result) time as the decision criterion, making the Internet an
algorithmically self-organizing system. The Internet is therefore designed as a highly redundant,
over-provisioned network resistant to major disruptions.

Figure [2] schematically depicts the Internet routing structure. Nodes 0—15 represent hardware
devices paired with several others, creating an interconnected mesh with redundant paths. When
one becomes unavailable due to failure or packet overload, the remaining nodes will redistribute
the traffic and provide surrogate routes for packets to travel through. If node 4 stopped responding
and the objective was to deliver a packet from O to 10, four routes differing in the number of
“hops” would be available:

e 5 “hops”: 0-3-7-8-9-10, 0—-1-5-8-9-10,
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Fig. 2: Internet over-provisioning scheme. Each circle represents a “hop” (a hardware device) which
Sforwards packets according to predefined, frequently updated tables.
Source: own work.

e 6 “hops”: 0-3-6-7-8-9-10, 0-1-2-5-8-9-10.

Nodes 8 and 9 are bottlenecks: was either of them to malfunction, destination (10) would
become unreachable. An adversary can utilize this fact to identify system bottlenecks and flood
them with denial-of-service attacks presented in chapter[2.4.4] They aim to disrupt ICT services
by forcing components to repeatedly perform time- or resource-intensive operations on bogus
incoming requests, saturating their resources. Such external stimulus results in instability if it
goes undetected, distorting system’s input and generating skewed output.

2.1.2 Data, Information, Knowledge, Wisdom

Data is ... symbols that represent properties of objects, events and their environment. They are
the products of observation. But are of no use until they are in a useable (i.e. relevant) form,
(Rowley, 2007, p. 5) or “...a set of discrete, objective facts about events” (Davenport & Prusak,
2000, p. 2). Data originates in physical signals, e.g., temperature, elevation, precipitation, speed,
weight which are quantified and lack interpretative power supplied by an external agent (human,
computer). Data is an unbiased set of values in numeric, textual, or other standardized form.
Giarratano and Riley (2004) argue it is sampled from noise and hold a degree of subjectivity. In
computing, data is “[a] subset of information in an electronic format that allows it to be retrieved
or transmitted” (Committee on National Security Systems, 2010). Organized, structured, and
stored in a single central repository or distributed to multiple locations, data may span passwords,
credit card numbers, transactions, bank account balances, social security numbers, addresses,
medical histories, files, and anything else considered sensitive due to regulatory obligations or
policies.

2

Information, the second level of the DIKW (data, information, knowledge, wisdom) pyramid,
“...1s contained in descriptions, answers to questions that begin with such words as who, what,
when and how many.. . [it] is inferred from data,” (Rowley, 2007, p. 5) or “...a message, usually
in the form of a document or an audible or visible communication...[I]t has a sender and
a receiver. . . [Information] is data that makes a difference” (Davenport & Prusak, 2000, p. 3).
As there is a relation between data and information, any bias in the former will be projected
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in the latter. Henry (1974, p. 1) makes the distinction less clear by not separating it from
knowledge, and defining information as “...data that change us,” a stance corroborated by
Committee on National Security Systems (2010, p. 35): “Any communication or representation
of knowledge such as facts, data, or opinions in any medium or form, including textual, numerical,
graphic, cartographic, narrative, or audiovisual.” This top-down approach, i.e., with information
representing knowledge, contrasts and complements the bottom-up reasoning that information
gives meaning to data. In computing, information systems are used to store, retrieve, manipulate,
and delete data while at the same time providing tools to extract, visualize, communicate, and
simplify information. Multiple sets of information can be created from a data source each of
which represents a valid output, but differs in the way it is interpreted; unlike data, information
is pervaded with subjective connotations.

Knowledge is an epistemological construct, “...know-how, and is what makes possible the
transformation of information into instructions. [It] can be obtained either by transmission
from another who has it, by instruction, or by extracting it from experience,” (Rowley, 2007,
p. 5) or alternatively “...a fluid mix of framed experience, values, contextual information, and
expert insights that provides a framework for evaluating and incorporating new experiences
and information. . . it often becomes embedded not only in documents and repositories but also
in organizational routines, processes, practices and norms” (Davenport & Prusak, 2000, p. 5).
Despite the existence of knowledge management and knowledge economy, practitioners “. .. have
failed to agree on [its] definition. . . Rather, their efforts have been directed toward describing
different knowledge dichotomies. .. and ways in which to manipulate [it]” (Biggam, 2001, p. 7).
Answers to questions such as if knowledge can be forgotten, effectively managed, formalized
while retaining its properties, quantified, measured, unwillingly transferred, or stolen are to be
determined. ICT security focuses on knowledge in databases and other sources to be protected,
including people possessing and utilizing it.

Wisdom is a philosophical term, “the ability to increase effectiveness. [It] adds value, which
requires the mental function that we call judgement. The ethical and aesthetic values that this
implies are inherent to the actor and are unique and personal” (Rowley, 2007, p. 5). Defining
wisdom is challenging, and Boiko (2004) even dismisses it from the model entirely. Wisdom
will not be discussed further as its direct impact is limited in ICT security.

The DIKW pyramid depicted in Figure [3|shows how each layer corresponds to a particular
type of information system. Transaction processing systems (TPS) are hardware and software
which divide operations into units (transactions) and execute them sequentially, in batches,
or simultaneously via time-sharing. Management information systems (MIS) include data,
hardware, software (identically to TPS) together with procedures and people. Decision support
systems (DSS) extend MIS with extensive predictive capabilities from existing data. Expert
systems (ES) employ if—then rules to emulate an expert using natural language processing and
fuzzy logic required for incomplete information.

2.1.3 Business Process

A business process is “...a set of linked activities that take an input and transform it to create an
output. Ideally, the transformation that occurs in the process should add value to the input and
create an output that is more useful and effective to the recipient either upstream or downstream,”
(Johansson, McHugh, Pendlebury, & Wheeler, 1993, p. 16) or “... a structured, measured set of
activities designed to produce a specific output for a particular customer or market” (Davenport,
1992} p. 5). Hammer and Champy (1993, p. 35) define it as “...a collection of activities that
takes one or more kinds of input and creates an output that is of value to the customer.” Initially
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Fig. 3: The DIKW Pyramid. Expert systems are based on knowledge formalization, simulating the
subject-matter expert’s decision-making process.
Source: Rowley (2007, p. 15), modified.

formalized in 1990s “...to identify all the activities that a company performs in order to deliver
products or services to their customers,” (Rotini, Borgianni, & Cascini, 2012) business processes
have become a central point of strategies aiming to analyze, automate, iteratively or continuously
improve, manage, map, partly outsource, and reengineer process hierarchies. Each process
should have the following:

e input, output: transformation takes in tangible or non-tangible sources such as data,
equipment, knowledge, methods, people, raw materials, specifications; the output, mate-
rial (products) or immaterial (data, knowledge, methods, specifications), is intended for
a customer,

e owner: an entity responsible for its successful fulfillment, constrained by available re-
sources, duration, and customer’s demands,

e duration: time frame during which the transformation takes place,

e transformation: a sequence which uses input is to produce output using procedures,

e procedure: a result-oriented activity ordered in time and place,

e customer: internal or external entity receiving the output, i.e., input to a consequent
process,

e added value: the result of transformation beneficial or useful for the customer,

e embeddedness: placement in a process map visualizing processes’ concurrence to produce
outputs for customers.

A sample business process is depicted in Figure d Its inputs include data (credit score), infor-
mation (customer’s decision to apply for a loan), equipment (systems handling the transactions),
people (customer, bank employee), methods (processing the application), and specifications (set-
ting credit score and requested amount thresholds); output are data (modification of customer’s
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database entry, internal) and information (notification of acceptance or rejection, external). In
this case, bank loan manager is the process owner.

Banking _
Customer

Send loan
request

Receive
request

creditScore

<750
Yes
Declined
loan
<=50 000
No Yes
Manual approval Automatic approval
Y
3 Bank ¢
Employee /-
| - Send

>

acknowledgment

Fig. 4: Sample business process. Criteria to determine if a customer is eligible for a loan are their credit
score (numeric value stored in a database) and the amount of money requested. The first decision is
automatic, the second may involve bank employee’s permission to grant a loan over a set threshold.
Source: IBM (2007), modified.

The role of owner and customer is not universally accented. The International Organization
for Standardization defines process as “...an integrated set of activities that uses resources
to transform inputs into outputs” (ISO, [2008b) without specifying value added throughout its
execution nor defining responsible parties. The input—transformation—output sequence has
also been criticized as too simplistic, and alternative views offered: business processes could be
understood as deterministic machines, complex dynamic systems, interacting feedback loops, and
social constructs (Melao & Pidd, 2000). Deterministic machines draw from computer science,
especially theoretical work of Turing (1937,|1938 1948)) while the remaining views are associated
with higher-order cybernetics. All may provide new perspectives on how organizational dynamics
ties to formal descriptions of system functioning. This common ground was demonstrated earlier
in Figure [I] which is strongly reminiscent of business process visualization.

Processes are sorted into three categories: management, operational, and supporting. The first
group consists of meta—processe{] which influence the remaining two and “...by which firms
plan, organise and control resources” (Weske, van der Aalst, & Verbeek, 2004, p. 2). Operational
(core) processes are “...those central to business functioning and relate directly to external
customers. They are commonly the primary activities of the value chain” (Earl & Khan, 1994,

'['meta], in n., adj., and v.: higher; beyond (Oxford University Press, 2011).
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p. 2). Supporting processes use ... methods, techniques, and software to design, enact, control,
and analyze operational processes involving humans, organizations, applications, documents and
other sources of information,” (Weske et al., 2004} p. 2) ... have internal customers and are the
back-up (or ‘back office’) of core processes. They will commonly be the more administrative
secondary activities of the value chain” (Earl & Khan, |1994} p. 2). A fourth type, business
network processes, is sometimes added and comprises “...those [processes] which extend
beyond the boundaries of the organisation into suppliers, customers and allies” (Earl & Khan,
1994, p. 2) to accentuate growth of such tendencies in supply chains.

ICT belongs to the third category, i.e., supporting processes because it permeates not only
core but management and business network processes. With communication across and within
the organizational boundary conducted electronically, often in automated fashion, the space of
attack vectors has been substantially expanded with few to no updates to security processes,
employee training, and risk management.

2.14 Risk

Understanding of risk is tied to the development of probability theory in the 20th century. Knight
first distinguished between subjective and objective probabilities by introducing the terms risk
and uncertainty, respectively. “[T]he practical difference between the two categories. . . [is] that
in the former the distribution of the outcome in a group of instances is known (either through
calculation a priori or from statistics of past experience), while in the case of uncertainty this is
not true, the reason being. . . it is impossible to form a group of instances, because the situation
dealt with is in a high degree unique” (Knight, |1921, p. 233).

Risk is also related to objective and subjective interpretation of probability. Objective interpre-
tation argues probabilities are real and discoverable by means of logical inference or statistical
analyses, subjective equates them with beliefs humans specify to express their own uncertainty,
extrinsically to nature (Holton, 2004). Therefore, given probability of previous occurrences,
risk can be quantified which is favored by frequentionist statistics (Venn, |1866) as opposed to
Bayesian (Savage, |1972). In case such data are not available, it is instead correct to denote
assumptions about future events as uncertainty. Nevertheless, as Mas-Colell, Whinston, and
Green (1995, p. 207) point out: “[t]he theory of subjective probability nullifies the distinction by
reducing all uncertainty to risk through the use of beliefs expressible as probabilities.” Hence-
forth, the term risk will denote chance of positive or negative outcome, although its perception
predominantly leans toward the latter (Slovic & Weber, 1987).

Burt (2001)) states: “Risk is the probability that an event will occur”” The definition is
neutral, not specifying the event as either positive or negative. The International Organization for
Standardization explicitly recognizes risk as “the effect of uncertainty on objectives,” effect as
“deviation from the expected (positive or negative),” and uncertainty as “the state, even partial, of
deficiency of information related to understanding or knowledge of an event, its consequence
or likelihood” (ISO, 2009). The previous version of the standard (ISO, 2002) delimited risk
as ‘“chance or probability of loss.” Risk thus referred to advantageous and disadvantageous
qualities associated with an action, going against the prevailing non-technical view associating it
only with the latterEI The ISO definition is a consensus based on comments from thousands of
subject-matter experts. The National Institute of Standards and Technology (NIST) adapted its
definition from Committee on National Security Systems (2010, p. 61): “A measure of the extent

*[r1sk], noun: the possibility of something bad happening at some time in the future; a situation that could be
dangerous or have a bad result (Oxford University Press, 2011).
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to which an entity is threatened by a potential circumstance or event, and typically a function of
1) the adverse impacts that would arise if the circumstance or effect occurs; and 2) the likelihood
of occurrence” (Computer Security Division, 2012, p. 59).

The International Organization for Standardization also focuses on risk management and
risk management plans. The former is defined as “the co-ordinated activities to direct and
control an organisation with regard to risk,” the latter as a “scheme, within the risk management
framework, specifying the approach, the management components, and resources to be applied
to the management of risk” (Dali & Lajtha,|2012). Risk management process is visualized in

Figure [5]

l4——»|  Establishing the context [@——P»

Risk assessment

- ——P Risk identification — P

Risk analysis —TP

Monitoring and review

Communication and consultation

— ) Risk evaluation —TP

Y
D Risk treatment —P

)

Fig. 5: Risk management process according to the I1SO. The 73:2009 standard contains three intercon-
nected modules: Principles for managing risk (1), Framework for managing risk (2), and Process for
managing risk (3) with (1) — (2) <> (3) dependency chain. Module (3) is depicted here.

Source: Dali and Lajtha (2012)), modified.

Decision and game theory formalize the decision-making process under uncertainty, i.e,
in absence of perfect information where risk is associated with each option. In economics,
a proxy variable, utility, has been introduced to characterize the “most beneficial” out of all
valid combinations. It is described as “[a] measure of the satisfaction, happiness, or benefit that
results from the consumption of a good,” (Arnold, 2008, p. 402) for example associated with
deploying a new security product. The alternative yielding the highest utility should be preferred.
Economic utility is usually simplified to include two goods which limits its real-world use where

22



several options exist. Decision and game theory do not utilize economic utility model but were
regardless criticized for assumptions such as agent rationality and known space of possibilities
(Taleb, [2010).

From the business perspective, risk is ... the potential loss suffered by the business as a result
of an undesirable event that translates either into a business loss or causes disruption of the
business operations” (Open Information Systems Security Group, 2006, p. 81). Information
technology-related risk is further defined as “...[a] business risk — specifically, the business
risk associated with the use, ownership, operation, involvement, influence and adoption of
IT within an enterprise” (ISACA, 2009, p. 7). This type of risk will be of interest in later
chapters to encompass threats from external (attackers) and internal (insiders) sources as well as
opportunities (deploying and testing patches to protect ICT systems and ensuring compatibility
for customers). A language-neutral definition tying risk to security sees it as “[t]he level of impact
on organizational operations (including mission, functions, image, or reputation), organizational
assets, or individuals resulting from the operation of an information system given the potential
impact of a threat and the likelihood of that threat occurring” (Computer Security Division, 2006,

p- 8).

2.1.5 Security

Security is “[a] form of protection where a separation is created between the assets and the
threat. . . In order to be secure, the asset is removed from the threat or the threat is removed
from the asset,” (Herzog, 2010, p. 22) or “[a] condition that results from the establishment
and maintenance of protective measures that enable an enterprise to perform its mission or
critical functions despite risks posed by threats to its use of information systems. Protective
measures may involve a combination of deterrence, avoidance, prevention, detection, recovery,
and correction that should form part of the enterprise’s risk management approach” (Committee
on National Security Systems, 2010, p. 64). It is understood as a state where each threat, i.e.,
“a potential cause of an incident, that may result in harm of systems and organization,” (ISO,
2008a) or “[a]ny circumstance or event with the potential to adversely impact an asset through
unauthorized access, destruction, disclosure, modification of data, and/or denial of service,”
(European Network and Information Security Agency,|2013)) above certain threshold from within
or outside the system has its associated risk partially mitigated by a suitable countermeasure. Not
all threats are tracked due to risk tolerance, acceptance of some risk level as inherent. Resources
spent on mitigating low-rated risks usually outweigh the benefits of increased security if suitable
metric is introduced to quantify it.

Some discussion has been generated over the inclusion of the term ‘“deterrence” in the
definition of security mentioned above (Riofrio, 2013) as initiation of actions to thwart or
retaliate against an attack may be in violation of law, e.g., Computer Fraud and Abuse Act. On
the other hand, The Commission on the Theft of American Intellectual Property (2013, p. 6)
suggest the following: “Without damaging the intruder’s own network, companies that experience
cyber theft ought to be able to retrieve their electronic files or prevent the exploitation of their
stolen information,” giving some legitimacy to attempts at breaching perpetrator’s network to
incapacitate it or recover stolen digital property. However, The Office of Legal Education (2010,
p. 180) states that .. .the company should not take any offensive measures of its own. ..even
if such measures could in theory be characterized as ‘defensive.” Doing so may be illegal,
regardless of the motive.” Active deterrence is a matter of ongoing academic discourse.

Measuring security is challenging because it involves trust, a degree of belief which is
itself abstract. Denning (1987) described a real-time intrusion-detection (IDS) expert system
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based on statistical evaluation of predefined anomalous activities in audit records, profiling
legitimate users (insider threat) and external agents. It presupposes untampered electronic trail
of evidence which does not hold in situations where separate backups are not created because
the attacker must be assumed able to modify or delete logs after system compromise. Littlewood
et al. (1993) provide an overview of existing approaches and suggest probabilistic requirements
such as effort to instigate a security breach for a security metric. Stolfo, Bellovin, and Evans
(2011} p. 2) admit that “...[t]he fundamental challenge for any computer security metric is
that metrics inherently require assumptions and abstractions.” They further analyze existing
and hint at several new quantitative indices, namely automated diversity (relative), cost-based
IDS (economic), polymorphic-engine strength (biological), and decoy properties and fuzzing
complexity (empirical). Herzog (2010, p. 63) uses rav, “...a scale measurement of an attack
surface, the amount of uncontrolled interaction with a target. .. [it] does not measure risk for
an attack surface, rather it enables the measurement of it,” for penetration testing presented in
chapter[2.4.8]

Orlandi (1991, p. 2) reviews the concept of Information Economics applied by M. M. Parker,
Benson, and Trainor (1988) which disrupts “...the common practice that mixes the business
justification for [i]Jnformation [t]echnology, IT, and technological viability,” and attempts to
provide security cost—benefit analysis. It was pointed out that linking economics and security
suffers due to microeconomic effects of network externalities, asymmetric information, moral
hazard, adverse selection, liability dumping, and the tragedy of the commons (R. Anderson,
2001). Varian (2001) considered three scenarios where security was considered a different
type of good and free riding was mathematically-proven result in each one. An indicator titled
ROISI (Return on Information Security Investment) has been proposed (Mizzi, 2005) but is not
mandatory in financial statements.

There are two prevailing views on how security should be treated: making decisions utilizing
cost—benefit analysis (Gordon & Loeb, [2005) dependent on estimating probabilities of losses,
and empirical or metrics-based (Jaquith, 2007) using quantitative tools and visualization to
support the results. The first is preferred for its closeness to traditional economic paradigm and
ease of understanding, the second for objectivity and effectiveness in expressing data without
assuming known probability distributions of random variables in the model. The difference can
be likened to frequentionst and Bayesian statistics: the former estimates unknown priors while
the latter favors building test cases to extract the values from real-life experiments. Hayden
(2010, p. 141) makes a case for incorporating qualitative analytical techniques, *... the concept
of coding, or assigning themes and categories to the data and increasingly specific levels of
analysis,” into security. He further advocates changing the top-down (applying a metric and
subsequently assigning it interpretative meaning) approach to bottom-up (defining a goal, then
finding a tool to measure it).

In cybernetics, cybersecurity (portmanteau of cybernetics and security) aims to protect
signals exchanged between system parts from unauthorized access, interception, modification, or
destruction which would negatively affect system stability had one or several of such actions
occurred. Cybersecurity strives to prevent introduction and injection of counterfeit signals from
within or outside the system with damaging properties in place of genuine ones. As computers
have not been built with security as their primary requirement, some level of risk acceptance must
be tolerated until initiatives such as trusted systems or Trusted Computing proliferate (Mitchell,
2005). Limited user-level modifications with Trusted Computing enabled were pointed out
(R. Anderson, 2004} Stajano, 2003), accentuating the necessity to consider many concerns in
next-generation computer architectures.

Security is asymmetric, and susceptibility of ICT to exploitation precludes labeling any system
unconditionally (i.e., not relying on unproven assumptions) secure at any given time. Several
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notions of what constitutes its “best” level in relation to encryption schemes, a necessary but
insufficient condition for securing sensitive data, have been put forward: information-theoretic,
semantic, reasonable, etc. Information-theoretic security assures the system is capable of
withstanding attacks from an adversary with unlimited computational resources, making the
data inaccessible even when outside of organization’s control (Y. Liang, Poor, & (Shitz), 2009).
Semantic security relaxes the requirement and argues that even if some information about the
data (but not their content) is revealed, the attacker is with high probability unable to use it to
gain an advantage (Shannon, 1949). Reasonable security informally purports any method is
suitable as long as it ensures the data remains encrypted until its relevance to the perpetrator is
lost, or becomes obsolete. Knowledge-based authentication tokens (passwords) are, depending
on the algorithm, at least reasonably secure if no data is recovered before the password-changing
policy comes into effect. While the first two principles are theoretical, the third one is popular in
real-world situations where practical considerations (convenience, ease of use, cost, maintenance)
prevail over implementation of provably secure but resource-intensive measures. The Office of
the Australian Information Commissioner (2013, p. 16) claims that ““...ICT measures should
also ensure that the hardware and the data stored on it remain accessible and useful to legitimate
users.”

Neumann (2003} p. 3) posits that “... [i]n most conventional systems and networks, a single
weak link may be sufficient to compromise the whole.” This was corroborated by a report
(Mandiant, 2013}, p. 1) stating that “[a]dvances in technology will always outpace our ability
to effectively secure our networks from attackers. .. Security breaches are inevitable because
determined attackers will always find a way through the gap.” A factor influencing system
resilience is time: while it can be considered secure, a previously-unknown vulnerability (a weak
link) creates a window of opportunity, and makes ICT considerably less secure if not fixed.
Response should thus be prompt to minimize probability of exploiting the attack vector.

Two parties (defender and adversary) wishing to maximize their utility function at the expense
of the other allows to model the situation using game theory, specifically rational two-player
zero-sum adversarial games (X. Liang & Xiao, 2013)). Nevertheless, some attackers may exhibit
seemingly irrational behavior by not trying to increase their utility in a single turn, instead
directing their resources toward high-value targets, e.g., users with administrative permissions
on their devices. By focusing on this subset, they forgo maximization of present utility (accom-
plished by concentrating on users with low permissions) for a promise of possible future benefit
outweighing the current one, an instance of economic marginal rate of time preference denoting
“...ameasure of...impatience. .. The higher the value. .., the smaller is the utility. .. [derived]
from consumption in the future” (Besanko & Braeutigam, 2010, p. 148).

Interrelation between various aspects of security is depicted in Figure [0} Within this frame-
work, security is defined as “...the degree to which malicious harm to a valuable asset is
prevented, reduced, and properly responded to. Security is thus the quality factor that signifies
the degree to which valuable assets are protected from significant threats posed by malicious
attackers” (Firesmith, 2004, p. 3).

The taxonomy builds up on existing infrastructure to first identify valuable sources for which
risks are identified assuming theoretical (supposed) or practical (known) capabilities of an
adversary. Subsequently, assessment of vulnerabilities constituting the attack surface, “[t]he lack
of specific separations and functional controls that exist for that vector,” (Herzog, 2010, p. 21)
is formulated. In context of information asset protection, security is considered a superset of
confidentiality, integrity, and availability.
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Fig. 6: Security taxonomy. Security is a direct product of a requirement, policy, and a goal with the
requirement determining the other two while being influenced by factors further down the graph. The
lower the position within the hierarchy, the more specific meaning.

Source: Firesmith (2004)), modified.
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2.2 The CIA Triad

Sensitive electronic information may pertain to employees, customers, suppliers, business
partners, and contain financial, personal, medical, or other data used to identify the subject. Most
companies are connected to the Internet and accessible globally, attacks may thus originate in
geographic proximity and across borders, making legislative actions and prosecution challenging
due to atomized legal systems and lacking cooperation among sovereign countries. Some
attempts to codify growing dependence and ICT risks have come to fruition, non-governmental
organizations and commercial entities have proposed frameworks to mitigate risks associated with
sensitive data retention, and corporations are bound to create and communicate risk prevention
policies to comply with law.

The chapter will introduce the CIA triad as a set of information security principles. Further
described will be how misappropriation of information could influence competitiveness of an
organization targeted and breached. Specifics mobile technology whose integration with ICT
infrastructures is a trend closely tied to the CIA triad will be analyzed in the next chapter.

Confidentiality

Integrity Availability

Fig. 7: The CIA triad. All three constituents should be balanced to ensure optimum level of security
without incurring overheads when manipulating with sensitive assets.

Source: Walsh (2012), modified.

Information security protects systems from unauthorized access, modification, disruption, or
other types of activities not endorsed by their owners. At the same time, legitimate users must
be allowed access as information enters the transformation phase of organizational processes
and despite being confidential, must be available with assurance of its integrity. The crux
of the CIA triad is to assure mediation among the Confidentiality, Integrity, and Availability
factors to support efficient, secure sharing and use of information. The triad is ... the concept
of securing data....[T]o guarantee these principles are met...administrative, physical, and
technical controls [are used] to provide a secure environment” (Stone & Merrion, 2004, p. 3).
It is the most well-known framework cited in information security (Dhillon & Backhouse,
2001}; Oscarson, 2007; Gollmann, 2011}; S. Harris, 2012)) and is frequently employed to assess
steps for securing information systems. However, the scheme has been deemed obsolete and
insufficient for complex ICT infrastructures associated with electronic business, medical records,
and government (Wu, 2007) due to omitting critical properties such as utility and possession,
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shortcomings addressed by Parkerian Hexad (D. B. Parker, 1998). Even Parkerian Hexad omits
non-repudiation, though, an important property for financial transactions and digital signature
schemes ubiquitous on the Internet.

Implementing all of these principles should respect ease of use while not compromising
confidentiality. While it would be tempting to protect assets by several layers of security,
concessions must be made to accommodate growing demand for remote connections from
untrusted devices via unencrypted channels or shared computers. On the other hand, granting full
availability for every employee can be exploited to surreptitiously gain entry by targeting human
element using phishing, as described in chapter[2.4.5] Prioritizing integrity which is largely based
on cryptograhic hash functions creates processing overheads which may result in slowdowns,
unexpected behavior, and crashes. Adversaries could also trivially saturate system resources
by repeatedly forcing verification operations, a form of denial-of-service attack described in
chapter [2.4.4] Therefore, setting parameters of the three factors so that infrastructure stability is
ensured requires testing and setting priorities. The triad is schematically depicted in Figure

2.2.1 Confidentiality

Confidentiality presupposes there exists an asset which “(i). .. must be secret, i.e., not generally
known or readily accessible to persons that normally deal with that kind of information; (ii) it
must have commercial value because it is secret; (iii) the owner must have taken reasonable
steps to keep it secret” (Irish, 2003). It then signifies “[p]reserving authorized restrictions
on information access and disclosure, including means for protecting personal privacy and
proprietary information” (McCallister, Grance, & Scarfone, |2010, p. 53). When an organization
compartmentalizes assets into categories, each should be assigned a security level and protected
accordingly. The notion that all information should be protected at all times (i.e., uniform
confidentiality) is flawed; such scheme would require excessive resources while decreasing
availability and adding complexity. It is reasonable to designate at least one category for publicly
available or no-control sources which need not be monitored; one to include highly-sensitive
and top-secret sources access to which must be logged in real time to detect intrusion attempts;
and one or more categories with data for production environment access to which should be
verified using per-user tokens, optimally in two- or multi-factor fashion. Perrin (2008) states
that “[o]ne of the most commonly used means of managing confidentiality on individual systems
include traditional UnixE] file permissions, Access Control Lists (ACLs), and both file and volume
encryption.”

File permissions are connected to users and groups. Operating systems contain sets of rules to
designate individuals or their sets as eligible to access specified files or folders, managed by an
administrative entity with complete control. Users are not allowed to modifications themselves
as their system permissions are set lower than those of the administrative entity, making for
a separation titled the principle of least privilege. It states that “...[e]very program and every
privileged user of the system should operate using the least amount of privilege necessary to
complete the job. .. [so] that unintentional, unwanted, or improper uses of privilege do not occur”
(Saltzer, |1974, p. 2). Static assignment sometimes preclude services or programs from working
correctly, and privilege separation which “[m]any applications are designed to take advantage
of...to ensure they do not pose a significant security threat to the rest of the system even if they
are compromised. ..” (Perrin, 2009) by partitioning the code with different level of privilege
granted, is used instead. Also, due to strict separation of roles, security is centralized and

*['yuniks], noun: an operating system that can be used by many people at the same time (Oxford University
Press, [2011)
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controlled by one or at most several operators, ensuring accountability and redundancy in case
of several operators. Permissions are part of a broader confidentiality concept known as access
control which “...regulates the limitations about the access of the subject to the object, and
controls the request of resource access according to the identity authentication. .. [It is] the most
important and basic security mechanism in the computer system” (Quing-hai & Ying, 2011}

p- D).

Carter (2003) purports authentication .. .1s the mechanism whereby systems may securely
identify their users,” as opposed to authorization which “...1is the mechanism by which a system
determines what level of access a particular authenticated user should have to secured resources
controlled by the system.” Authentication is a set of ownership, knowledge, and inherence
factors by which an entity proves its identity or property to the receiver using passwords,
biometric scanners, one-time passwords (OTP), physical tokens, or radio-frequency identification
(RFID) chips separately or in combination. Each is unconditionally trusted and if the procedure is
finalized correctly, no further checks are made to determine whether the feature was compromised.
Authorization works based on lists for both authenticated and unauthenticated user groups stating
which permissions were granted for sensitive information assets. Physical procedures comprise
signatures, identity documents, visual and human-facilitated verification, access lists, locks, and
others.

The third element of confidentiality is encryption, closely related to a notion of privacy, defined
as “...the condition of not having undocumented personal knowledge about one possessed by
others,” (Parent, |1983, p. 1) or “...the right to be left alone,” (Warren & Brandeis, 1890)
although its precise meaning is a matter of legal, philosophical, and social discussions (A. Moore,
2008)) especially as technology increasingly integrates into society. Digital privacy emerged as
a reaction to sensitive assets handled, processed, stored, accessed, and entrusted to connected
computer systems where individuals lose direct control over how the information are secured. It
is defined as “. .. [the] right to keep a domain around us, which includes all those things that are
part of us, such as our body, home, thoughts, feelings, secrets and identity. The right to privacy
gives us the ability to choose which parts in this domain can be accessed by others, and to control
the extent, manner and timing of the use of those parts we choose to disclose” (Onn et al., 2005,
p. 12). Personal data, albeit purportedly anonymized, is sold by brokers for variety of purposes
(Opsahl & Reitman, 2013)), turning privacy into economic good (Zhan & Rajamani, 2008)).

Encryption is the process of encoding messages (or information) in a way that prevents eaves-
droppers from reading them, but authorized parties can (Goldreich, 2004). The source (plaintext)
is converted using a mathematical function (encryption algorithm) to output (ciphertext) un-
readable to anyone not possessing a means (key) to invoke a reverse operation (decryption) in
order to obtain the original message. Attempts to circumvent the need for a key are resource-
intensive and despite being always finite, the time required for successful extraction is counted
in centuries or millennia. Encryption is a subset of cryptography, ... the study of mathematical
techniques related to aspects of information security such as confidentiality, data integrity, entity
authentication, and data origin authentication” (Menezes, van Oorschot, & Vanstone, 1996, p. 4).
Menezes et al. (1996) mention many cryptographic algorithms exist to guarantee asset protection,
differing in level of security, functionality, methods of operation, performance, and ease of
implementation. Level of security, performance, and ease of implementation in particular are
exploitable as summarized in Table 1]

Encryption augments authentication: entities possessing the key are permitted to view, modify,
or execute operations on information, making them contingent on the key distribution scheme
which can be used instead of access lists. The scheme increases processing overhead, though, as
data for each user group has to be encrypted separately. The arrangement is thus suitable for small

29



Tab. 1: Edge cases of selected encryption properties. Confidentiality is undermined or compromised
if some are deliberately set to high or low levels, making the maximization objective of a single one

counterproductive.
Source: own work.

Property

Low

High

Level of security

Resource-intensiveness
skewed in favor of the
attacker who can decrypt
data in “reasonable time.”

Performance penalty in-

curred to the system

Performance

Repeated encryption com-
mands can be issued to make
hardware inaccessible or un-
usable for users due to satu-
ration.

Advanced optimization re-
quired

Ease of implementation

Proneness to failures in pro-
duction environments, exper-
tise beyond organizational

Advanced settings hidden,
opening attack vectors if the
defaults set improperly

scope required.

amount of disjunctive groups with storage and performance increasing linearly. Techniques has
been developed which provide large-scale resource optimization: for example, single instancing
(deduplication) “...essentially refers to the elimination of redundant data. In the deduplication
process, duplicate data is deleted, leaving only one copy (single instance) of the data to be stored.
However, indexing of all data is still retained should that data ever be required” (Singh, |2009).
Concerns were raised about performance penalties of single instancing (Connor, [2007) which
may strain hardware.

In summary, confidentiality means “. .. [a] requirement that private or confidential information
not be disclosed to unauthorized individuals” (Guttman & Roback, 1995, p. 7). It mainly utilizes
encryption and aims to create a balance between ease of access, use for legitimate parties, and
security.

2.2.2 Integrity

Integrity is “. .. the representational faithfulness of the information to the condition or subject
matter being represented by the information,” (Boritz, 2003}, p. 3) and is partly related to a set
of properties for database transactions known as ACID: Atomicity, Consistency, Isolation, and
Durability. A database “...1is a shared, integrated computer structure that stores a collection of
[e]nd-user data, that is, raw facts of interest to the end user, [and] [m]etadata, or data about data,
through which the end-user data are integrated and managed” (Coronel, Morris, & Rob, 2009,
p. 6). Instantiating a transaction, “...a short sequence of interactions with the database. .. which
represents one meaningful activity in the user’s environment,” (Haerder & Reuter, |1983, p. 3)
is useful for preserving integrity as it allows tracking discrete changes to the asset by entities
performing operations on it simultaneously. Definitions of individual ACID axioms are provided
in Table[2] Some database systems are fully ACID-compliant even in parallel, multi-transaction
environment, others focus on strict subsets of the criteria.
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Tab. 2: Definition of ACID axioms. While Gray (1981)) did not explicitly delimit isolation, he nevertheless
described it.
Source: own work.

Element Definition Source

Atomicity “[The transaction] either happens or it does | Gray (1981, p. 3)
not...”

Consistency | “The transaction must obey legal protocols.” Gray (1981, p. 3)

Isolation “Events within a transaction must be hidden | Haerder and Reuter
from other transactions running concurrently.” | (1983} p. 4)

Durability “Once a transaction is committed, it cannot be | Gray (1981} p. 3)
abrogated.”

While it is necessary to apply safeguards enforcing integrity on a database level, concurrency
control, “...the activity of coordinating the actions of processes that operate in parallel, access
shared data, and therefore potentially interfere with each other,” (P. A. Bernstein, Hadzilacos,
& Goodman, |1987, p. 1) and strict ACID specifications led to arguments integrity cannot be
maintained fully. Specifically, distributed computing systems were posited to have at most two of
the three properties: consistency, availability, and tolerance to network partitions, the so-called
CAP theorem (Gilbert & Lynch, [2002). A relaxed model, BASE (Basically Available, Soft-state,
Eventual consistency) was devised sacrificing consistency and isolation for availability, graceful
degradation, and performance (Brewer, 2000). Pritchett (2008, p. 4) states that “[w]here ACID is
pessimistic and forces consistency at the end of every operation, BASE is optimistic and accepts
that the database consistency will be in a state of flux...through supporting partial failures
without total system failure.” This is a suitable approach for organizations where many entities
perform tasks on identical data at the same time, and in Internet settings. Simple and concurrent
database transactions are demonstrated in Figure

GET MSG DEBIT CREDIT POST PUT MSG

Y

CREDIT? BILL )—P(GET PAYMENT)—P

Fig. 8: Types of database transactions. “A simple transaction is a linear sequence of actions. A complex
transaction may have concurrency within a transaction: the initiation of one action may depend on the
outcome of a group of actions.”
Source: Gray (|1981), modified.
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Integrity can be considered a special case of consistency applied to physical and digital assets.
Physical asset protection is sometimes treated as secondary but as strong encryption and best
practices are implemented, perpetrators exploit alternative attack vectors to gain leverage into
the system. Organizations dealing with sensitive assets should employ measures preventing dis-
closure, misappropriation, false asset introduction (e.g., supplanting a document with a modified
variation) or destruction of information:

e hand-baggage screening,

e removable media policy,

e identification from and declaring length of stay for any third party who should be accom-
panied at all times while on the premises,

closed-circuit television (CCTV) feed with real-time monitoring and response,

perimeter control,

suitable lighting in areas where assets are being processed,

physical tokens and access codes to areas hosting critical ICT infrastructure,

clean desk policy,

printers, faxes, copy machines, and personal computers accessible exclusively to authorized
parties,

e secure destruction, including information in original size, optical, magnetic, and electronic
data media, information in reduced form, and hard drives with magnetic data media (HSM,
2012)).

Two widely-used tools to prevent electronic asset corruption are metadata and verification
using hash or checksum algorithms. Metadata “...refers to data about the meaning, content,
organization, or purpose of the data. Metadata may be as simple as a relational schema and or
as complicated as information describing the source, derivation, units, accuracy, and history of
individual data items” (Siegel & Matnick, 1991, p. 3). Bagley (1968, p. 26) first introduced struc-
tural metadata: “As important as being able to combine data elements to make composite data
elements is the ability to associate explicitly with a data element a second data element which
represents data ‘about’ the first data element. This second data element we might term a ‘meta-
data element’.” Alternatively, NISO (2004, p. 1) states structural metadata “...indicates how
compound objects are put together...” as opposed to descriptive metadata which ... describes
a resource for purposes of discovery, identification etc. It can include elements such as title,
abstract, author, and keywords,” and administrative metadata which “provides information to
help manage a resource, such as when and how it was created, file type and other technical infor-
mation.” Alternative delimitations also exist for specialized applications such as data warehouse
deployment (Kimball, Reeves, Ross, & Thornthwaite, [1998; Bretherton & Stingley, |1994).

The International Organization for Standardization understands metadata as “data that defines
and describes other data,” ISO (2012b| p. 4) making them suitable for storage in databases either
internally, embedded within the object they refer to, or externally in a separate instance. The
former approach is favored when redundancy and tight coupling to the source are required, the
latter for aggregation and analyses because metadata can be grouped and manipulated with easily.
External storage in particular complements integrity because separating information assets from
metadata reduces risk of unauthorized modifications, e.g., rewriting document’s author in the
file and the descriptor field. When enhanced with checksums and designated as authoritative
in case of inequivalence, metadata enable effective monitoring and version control. However,
an adversary can automate metadata-enriched asset collection to map organizational structure,
names, roles, software base, and other specificities during preparations for an attack.

Cryptographic checksums are a class of functions purpose of which is to generate numeric
outputs uniquely fingerprinting input data. The product does not store any information about the
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source and can only be used for comparison or error correction. F. Cohen (1987, p. 1) stipulates:
“Historically, integrity protection mechanisms have been designed to protect transmitted informa-
tion from illicit creation, deletion, and/or modification, but. . . integrity protection in information
systems and networks may be a more pressing problem than was ever previously suspected.”
They should have several features:

checksum does not reveal any information about the data block on which it was calculated,
different data blocks will generate different checksums with overwhelming probability,
identical data blocks will produce identical checksums every time,

low computational and storage demands for routine use,

metadata integration,

short-length checksum must be capable to validate long-length data block.

Optionally, the checksum algorithm should exhibit avalanche effect, described by Feistel
(1973) and Kam and Davida (1979) but going back to Shannon (1949): a change in elementary
unit (a bit) in a message produces a change of some units in the checksum. In case of a strict
avalanche criterion (SAC), “...each output bit should change with a probability of one half
whenever a single input bit is complemented,” (Webster & Tavares, 1986, p. 2) making the
change on each position random and unpredictable. Avalanche effect for MD5 and SHA-1
functions, widely used to generate checksums, is demonstrated in Figure [0}

Data MDS SHA-1

000 C6F057B86584942E415435FFB1FA93D4 S8AEFB06C426E07A0A671A1E2488B4858D694A730
001 DC5C7986DAEF50C1E02AB09B442EE34F| (E193A01ECFS8D30ADOAFFEFD332CE934E32FFCE72
011 84EB13CFED01764D9C401219FAA56D53 E7001334D9D19559A8BB0DD6015F16E31D15566C
111 698D51A19D8A121CES81499D7B701668 6216F8A75FDSBB3D5F22B6F9958CDEDE3FC086C2

Fig. 9: Avalanche effect. A single-digit change in input results in vastly different outputs. The character-
istic is desirable for integrity as it reduces probability of forging checksums based on unknown plaintext.
Source: Own work.

One-way hash function, ... a function, mathematical or otherwise, that takes a variable-length
input string. . . and converts it to a fixed-length (generally smaller) output string (called a hash
value),” (Schneier, 1996, p. 30) is a tool frequently employed to compute checksums. Supported
in database management systems (DBMS), operating systems, and software, they have become
popular due to their speed and ease of use. Because stored hash values do not leak anything
about the data for which they were calculated, they are preferred for handling authentication
requests based on passwords: when a candidate string is submitted, its hash is computed and
compared to a database entry corresponding to the user account which initiated the request. If
a positive match is made, it is highly probable the password is correct. Storing sensitive data in
its original form for comparison purposes has been broadly discouraged as bad practice (Moertel,
2006; Atwood,[2007; Boswell, [2012; Evron, 2012; Nielsen, [2012; Kozubek, [2013)) which leads
to a compromise should the intruder penetrate the system and create a copy of the database.
However, some algorithms previously considered suitable have been rendered susceptible to
attacks resulting from advances in hardware performance, parallel computing, decreasing storage
costs, and novel theoretical findings. Despite their shortcomings, MD5 and SHA-1 are routinely
deployed as default solutions for protecting information assets even though neither complies
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with a fundamental security axiom titled Kerckhoffs’s principle. It states the system must not
rely on secrecy but rather features of its partﬂ (Kerckhoffs, |1883}; Petitcolas, 2013). An attack
on MD5 will be presented in chapter [2.4.2and case study 1 in chapter [5.1] Unlike dedicated
checksum algorithms, hashes do not provide error correction.

An important application area of hash functions is ensuring integrity of sensitive data in transit
over the network or any channel which does not involve direct physical exchange between the
sender and the receiver. The terms were introduced by Shannon (1948) in a communication
system depicted in Figure [I0] Any channel apart from direct exchange is considered noisy with
non-zero probability of the transferred data modified by factors outside of sender’s and receiver’s
control; in a security setting, the adversary can either passively intercept all communications, or
actively attempt to change its content.

Received
signal

Message Signal

Information —————| Transmitter P

source

Message
P Receiver Destination

Noise
source

Fig. 10: General communications model. In the scheme, sum of factors influencing communication over
a channel is designated as noise.
Source: Shannon (1948), modified.

When a fingerprint is provided by the sender, the receiver can determine if the asset was
modified during transmission. To demonstrate the technique practically, MD5 and SHA-1 hash
values computed for the previous sentence sender-side are 2935753095b3d9¢72407cfea7df4c370
and c231ceda79b173641c40991b87308cef5571ct59, respectively; if they differ receiver-side, they
were modified without authorization and should be considered invalid.

One-way hash functions are advantageous only for assets which need not be stored in original
form. For routine operations where information serves as inputs to business processes, handling
it scrambled is not preferred or appropriate because it needs to be readily available. When an
asset is requested, loaded, and transmitted from a protected medium (database, network storage),
system integrity which “...seeks to ensure security of the system hardware, software, and data”
(Microsoft, 2005) comes to the fore. A closed system inaccessible over the network may be
assumed to automatically provide integrity of all information (signals) exchanged within due to
non-existent third-party threat. As long as physical access is allowed, however, the threat is still
relevant. Organizations are located in an internetworked environment (chapter [2.1.1]), which in
addition to the asymmetric security model (chapter [2.1.5) places high demands on ICT incident
response and prevention. Tools and methods usually deployed to support system integrity are:

access control,
antivirus software,
event auditing, logging,
firewalls,

“I1 faut qu’il n’exige pas le secret, et qu’il puisse sans inconvénient tomber entre les mains de I’ennemi. (The
system must not require secrecy and can be stolen by the enemy without causing trouble.)
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full-disk encryption (FDE),

Intrusion Detection Systems (IDS),

physical separation from the network (air gap),
protocol extensions (DNSSEC, FTPS, HTTPS, IPsec),
security-focused operating systems,

virtualization.

Even in combination, they cannot guarantee system integrity as they only focus on technology,
not the human element (customers, employees, suppliers, users, guests). Training, demonstra-
tions, concise security policies, encouraging questions and suggestions as well as monitoring
and incorporating preventive measures for novel threats must be also added to the ICT priorities.

In summary, Guttman and Roback (1995, p. 6) define data integrity as “...a requirement that
information and programs are changed only in a specified and authorized manner,” and system
integrity as a state where the system “performs its intended function in an unimpaired manner,
free from deliberate and inadvertent unauthorized manipulation....” Various programmatic
means are used to ensure integrity which should be combined with measures dealing with
physical access and handling of sensitive assets for optimal results.

2.2.3 Availability

Availability is the “[a]bility of an IT service or other configuration item to perform its agreed
function when required. [It] is determined by reliability, maintainability, serviceability, per-
formance and security” (ITIL, 2011, p. 7). COBIT (2012, p. 82) categorizes availability as
a security/accessibility quality, and defines it “[t]he extent to which information is available when
required, or easily and quickly retrievable.” Finally, IEEE (1990, p. 24) specifies availability as
“[t]he degree to which a system or component is operational and accessible when required for use.
[It is] often expressed as a probability.” This corresponds to Barlow and Proschan (1981, p. 190):
“An important figure of merit for a system...1is the probability that the system is operating at
a specified time ¢.” Availability is also understood as “[a] measure of the degree to which an item
is in an operable and [committable] state at the start of a mission when the mission is called for
at an unknown (random) time” (DoD, [1981, p. 1). It belongs to reliability engineering, a field
of study dealing with “[t]he ability of a system or component to perform its required functions
under stated conditions for a specified period of time” (IEEE, 1990, p. 170). In ICT, a reliable
system “. .. virtually never loses data, unless certain forms of catastrophic failures occur, and. . . it
is always able to recover data to a desired consistent state, no matter what complicated forms of
one or multiple failures arise” (Weikum & Vossen, 2002, p. 27).

An asset whose confidentiality and integrity has been assured is unusable if it’s not available
as input to business processes. Tied to error tolerance, fault tolerance, and robustness, availability
is a probabilistic concept taking into account both expected and unexpected events influencing
system’s ability to deliver data in a desired form while spending minimum amount of time and
resources. In many organizations, high availability ... which implies that recovery times after
failures are short, and that failures that lead to total outages are infrequent” (Weikum & Vossen,
2002, p. 27) is a requirement with severe financial stake: The Standish Group (1999, p. 1)
estimated that “...6% of all application outages are caused by database failures. This equates
to a $30 billion cost-of-downtime per year.” A breakdown demonstrating downtime hierarchy
is depicted in Figure [T} Both preventive and corrective measures must be factored in when
considering maintenance: the former refers to a scheduled outage plan which need not affect
resource availability, corrective measures occur due to hardware degradation, software instability,
power failures, human error, and others.
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Active time

Inactive time

Uptime Downtime
Maintenance Modification Delay
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| | |
Corrective Preventive
maintenance maintenance
time time

Fig. 11: Availability breakdown. Corrective maintenance is a period spent making the system opera-
tional after an unforeseen event caused a downtime, preventive maintenance is a period spent improving
system resilience to reduce probability of future unscheduled downtimes.

Source: DoD (1981} p. 13), modified.

Preventive maintenance “...generally requires between one and four hours of scheduled
downtime per year...,” (Liebert Corporation, 2003, p. 1) which limits availability if no backup
is in effect. For systems handling multiple services and large volume of requests simultane-
ously, e.g., financial markets, online shopping portals, search engines, and social networks,
downtimes or increased latencies have tangible business consequences in decreasing revenue,
user satisfaction, or lost sales, and should be avoided or reduced. Martin (2007) estimates
that “[a] 1-milisecond advantage in trading applications can be worth $100 million a year to
a major brokerage firm...” but even organizations which do not require high speeds benefit
from infrastructure supporting fast recovery mechanisms in case of partial or complete dropouts.
System availability also “...depends on the status of its components, which should be reliable or
available during the processing period” (Liu, Pitoura, & Bhargava, 1995, p. 7). A server running
a database platform or mission-critical applications to which authenticated entities are authorized
to send requests for data acquisition or processing has multiple hardware components prone to
failures. These include central processing unit (CPU), cooling units, hard-disk drive (HDD),
motherboard, network links, power supply unit (PSU), random-access memory (RAM) modules,
and uninterruptible power supply (UPS).

Data centers housing “...a broad range of services such as Web search, e-commerce, stor-
age backup, video streaming, high-performance computing, and data analytics” (Gill, Jain, &
Nagappan, 2011, p. 1) experience frequent component replacements due to high concentration
of servers (upwards of 100 000) located on the premises. For compatibility and cost reasons,
clusters often leverage commodity hardware over specialized solutions (Al-Fares, Loukissas, &
Vahdat, [2008). In fault-tolerant systems, the user does not know a failure occurred as asset avail-
ability is maintained despite changes in network routing topology, hardware defects, and software
crashes; Greenberg, Lahiri, Maltz, Patel, and Sengupta (2008, p. 1) state that ... [ilnnovation
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in distributed computing and systems management software have enabled the unreliability of
individual servers to be masked by the aggregated ability of the system as a whole.” The most
important techniques facilitating seamless access include backups, failover, load balancing, and
virtualization. Cloud computing will be mentioned first as a cost-effective availability alternative
to ICT ownership.

Outsourcing ICT-related activities outside the organization in part or whole is termed Business
Process Outsourcing (BPO) or Knowledge Process Outsourcing (KPO). It “...refers to the
process of consigning duties and accomplishing determined duties by an enterprise to other that
usually accomplishes by a third provider” (Alipour, Kord, & Tofighi, 2011} p. 1). A framework for
evaluating benefits of KPO has not been agreed upon yet (Willcocks, Hindleb, Feeny, & Lacity,
2004)). Outsourcing was first hinted at by Coase (1937, p. 11) who argued that “a point must
be reached where the loss through the waste of resources is equal to the marketing costs of the
exchange transaction in the open market or to the loss if the transaction was organised by another
entrepreneur. .. [A] firm will tend to expand until the costs of organising an extra transaction
within the firm become equal to the costs. .. of organising [it] in another firm.” Outsourcing
has become practiced in administration, assembly, facility services, ICT, and research and
development. Two issues to consider is how much of a given product or service should the
firm outsource (degree of outsourcing or boundary of the firm), and in what manner should the
firm manage its relationships with outside suppliers (governance structure) while respecting
trends in ICT: decreasing average unit cost and increasing economies of scale, information
availability, processing capacity, standardization and interconnection (Clemons, Reddi, & Row,
1993)). Rightsourcing, ... knowing what activities to outsource and...how to structure these
activities so that they can be outsourced most effectively” (Aron, Clemons, & Reddi, 2005,
p. 1) reflects on these needs and lists outsourcing risks together with ways to mitigate them.
Selective sourcing “...characterized by short-term contracts of less than five years for specific
activities” (Lacity, Willcocks, & Feeny, 1996, p. 1) aims to avoid vendor lock-in, ... consumers’
decreased propensity to search and switch after an initial investment” (Zauberman, 2003, p. 1).
Outsourcing risk is classified into several categories: information security and privacy, hidden
costs, loss of management control, employees’ morale problems, business environment, and
vendor issues. Benefits include cost savings, focus on core competencies, flexibility, access to
skills and resources, service quality, and product and process innovations (Percin, 1993).

Two main types of ICT outsourcing are on-site and off-site provisioning: in the former, an
organization leases or purchases hardware and software from a third party while exercising phys-
ical control over where it is located, off-site provisioning is a model in which the infrastructure
is maintained off the premises in one or several places. Both have benefits and challenges: down-
time, initial and ongoing expenses, scalability, “...the measure of a system’s ability [to] respond
to increased or decreased workload with minimal, or no manual intervention required,” (Lee,
2011, p. 3) security, single point of failure, speed of operation, and TCO has been mentioned
(EPA Cloud, 2011). A combination of on-site and off-site provisioning “...can simplify both on-
premise and off-site backups, while reducing the costs and increasing the reliability. . . Typically,
these solutions keep large files, like databases and system state file backups on-site. . . [ensuring]
a quick recovery to the latest versions of these files and reduce downtimes. All other files and data
types are sent to the vendor’s remote cloud data centers” (Mueller, 2012). The cloud platform
is “...alarge pool of virtualized resources (such as hardware, software, development platforms
and/or services). These resources can be dynamically reconfigured to adjust to a variable load
(scale), allowing also for an optimum resource utilization. This pool of resources is typically
exploited by a pay-per-use model in which guarantees are offered by the Infrastructure Provider
by means of customized SLAs” (Vaquero, Rodero-Merino, Caceres, & Lindner, 2009, p. 2). It is
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an availability enabler for organizations in need of risk diversification stemming from loss of
sensitive assets due to hardware failures and other unforeseen circumstances.

Cloud supports several technologies for availability assurance such as virtualization, load
balancing, and backups. For the first one, Dong, Hao, Zhang, and Zhang (2010), p. 2) state that
“...[w]hen a system is virtualized, its interface and resources visible through the interface are
mapped onto the interface and resources of a real system actually implementing it.” Virtualization
allows several independent virtual machines to share single hardware configuration, multiplying
resource utilization by a factor of k, where k > 1 represents number of virtual instances on
a single physical node so that “the failure of a single physical box will reduce the pool of available
resources, not the availability of a particular service” (Rosenblum, 2004, p. 7). Simplified block
diagram is depicted in Figure [I2]

Application 1 Application 2
Operating system 1 Operating system 2
Virtual machine 1 Virtual machine 2
(virtual hardware) (virtual hardware)

Virtual machine monitor layer

Real machines (physical hardware)

Fig. 12: Virtualization. Each underlying hardware can execute k > 1 number of virtual machines; for
k =1, the system need not be virtualized as resources are not shared with any other running instances.
Here, k = 2.

Source: Rosenblum (2004, p. 3), modified.

Each virtual machine is strictly partitioned from others, although some data still tend to
leak across, allowing the attacker to learn some information; the technique will be discussed in
chapter[2.4.6] An organization wishing to minimize ICT-related costs can utilize single physical
server running software and machines of all its users; however, this creates a single point of
failure, “...[an] element that, if it failed, would have consequences affecting several things,”
(Dooley, 2001, p. 31) which coupled with lacking backup policy could result in inadvertent data
and productivity losses.

Load balancing is a concept in which databases are implemented “...in a clustered con-
figuration in order to accommodate business requirements such as scalability, performance,
high-availability and failure recovery,” (Hogan, 2009, p. 2) and is divided into two types: shared-
nothing and shared-disk. Shared-nothing approach divides the database into discrete logical
units (employees, payrolls, customers, products) with state of one independent on states of
others. Aggregate availability is determined by availability of individual parts, “the load is spread
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amongst servers or nodes on the basis of which server owns the data,” (Hogan, 2012, p. 8) and
unplanned downtimes pose a serious challenge due to each database being a single point of
failure. For high availability, shared-disk which “...enables any node to access the entire data set,
so any node can service any database request,” (Hogan, 2012, p. 9) is optimal. The disadvantage
is lower scalability: when n machines are added to the system pool, the number of inter-nodal
messages increases to theoretically as much as n x (n — 1) as each server announces its presence
to all others.

A remote cloud backup storage means “. .. delivery of virtualized storage and data services
on demand over the network, based on a request for a given service level that hides limits
to scalability, is either self-provisioned or provisionless, and is billed based on consumption”
(SNIA, 2012, p. 20). This way, client’s assets are archived and geographically replicated as
per cloud operator’s policy specified in a Service-Level Agreement (SLA) negotiated by both
parties. Real-time accessibility, availability, and recovery necessitate active Internet connection,
turning it into a single point of failure in case redundant links are not deployed. Since off-site
backup utilizes cloud services, it faces the same challenges (downtime management, security and
privacy, economic viability). Cloud offers inexpensive client-tailored settings but exponential
progress of technology, first observed by G. E. Moore (19635) and later titled Moore’s law,
continuously drives storage media prices downwards (Komorowski, 2009), making even large-
scale hardware deployment an option for organizations not prepared to lose control over location
of their data. Secure deletion and version management have been also mentioned as drawbacks
(Rahumed, Chen, Tang, Lee, & Lui, 2011). Additionally, because the assets are duplicated across
several data centers, proper deletion is not instantaneous, and unintended data losses at the cloud
provider’s site are a possibility. An encryption-based method to make data inaccessible has
been proposed (Geambasu, Kohno, Levy, & Levy, 2009)) but the system can not be retrofitted
to existing architectures. From a security standpoint, “[c]louds can comprise multiple entities,
and in such a configuration, no cloud can be more secure than its weakest link...By their
architecture’s inherent nature, clouds offer the opportunity for simultaneous attacks on numerous
sites, and without proper security, hundreds of sites could be [compromised] through a single
malicious activity” (Kaufman, 2009, p. 3). Another concern is unauthorized access to data by
the cloud provider who ... will by definition control the ‘bottom layer’ of the software stack,
which effectively circumvents most known security techniques” (Armbrust et al., 2010, p. 6).
Furthermore, “...because moving large volumes of data quickly and cheaply over the Internet
is still not practical in many situations, many organizations must send mobile data, such as an
archive tape, to the cloud provider. It is critical the data is encrypted and only the cloud provider
and consumer have access to the encryption keys” (IBM, [2011}, p. 5). The provider is thus
expected to be a trusted party.

Service-level agreements employ several metrics to quantify reliability: MTBF, MTTE, MTTR,
and availability classes. Mean Time Between Failure (MTBF) “...1is a reliability term used to
provide the amount of failures per million hours for a product. This is the most common inquiry
about a product’s life span, and is important in the decision-making process of the end user”
(Stanley, 2011, p. 3). The metric is applicable to repairable and replaceable components (e.g,
CPU, HDD) with finite repair time, whereas Mean Time to Failure (MTTF) is used to predict
degradation in parts which are not replaced (infinite repair time). Both MTBF and MTTF were
criticized for their simplicity, overly optimistic assumptions, and little resemblance to real-life
conditions (Shroeder & Gibson, 2007}, Elerath, 2000). Moreover, Schroeder and Gibson (2007,
p. 3) observed that ... there is little indication that systems and their hardware get more reliable
over time as technology changes.” The last metric, Mean Time to Repair (MTTR), 1s “...an
estimated average elapsed time required to perform corrective maintenance, which consists of
fault isolation and correction” (NASA, 1998, p. 2). Unlike MTBF and MTTF, MTTR should
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be minimized as it is inversely tied to availability. All three metrics arithmetic mean sensitive
to extreme values/outliers (i.e., low robustness), especially in small sample sizes. This renders
mean “...not an appropriate measure of central tendency for skewed populations” (Manikandan,
2011} p. 2). Figure [I3]demonstrates the classic hazard function to empirically model system life
expectancy (servers, data centers) as well as hardware components, most of which operate in the
second, intrinsic failure period ensuring the highest availability (Tobias, 2012).

Failure rate

A

Constant failure
rate

Decreasing failure
rate

Increasing failure
rate

Observed failure rate

»Time

Fig. 13: Hazard function. The classic “bathtub curve” visualizes a three-stage failure probability model.:
decreasing (early failures), constant (random failures), and increasing (wear-out failures). Inverted
curve would depict probability the system is available at a particular time.

Source: Klutke, Kiessler, and Wortman (2003, p. 2), modified.

Availability classes discretize and mathematically express system’s ability to deliver assets
at a given moment. Equation [2.2.1] demonstrates how a state can be uniquely described by
elementary logical operators at time ¢ with X (¢) representing the availability function. Downtime
is often expressed in minutes or hours.

1 if the system is available at time ¢
X(t)= . (2.2.1)
0 otherwise
To aggregate availability (A) percentually, the following ratio is used:
Uptime YX(r)=1
= - = (2.2.2)
Uptime + Downtime [y X(¢) = 1]+ [L X (z) = 0]
So-called availability classes “...each of which is defined by the number of leading nines in

the availability figure for a system model; i.e.:

1
Lloglo (ﬂ)J (2.2.3)
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where A is the system availability,” (Liu et al., 1995] p. 6) determine percentage of total time
during which hardware and software perform up to specifications. The higher the availability
class, the higher the system maintenance costs, over-provisioning, and redundancy which in turn
increase the SLA-specified costs. To calculate service credits, a standard was devised which
“...describes criteria to differentiate four classifications of site infrastructure topology based on
increasing level of redundant capacity components and distribution paths” (Turner, Seader, &
Renaud, 2010, p. 2). Benson (2006, p. 5) proposes four tiers:

Tier 1 — Basic: 99.671% availability (annual downtime of 28.8 hours),

Tier 2 — Redundant Components: 99.741% availability (annual downtime of 22.0 hours),
Tier 3 — Concurrently Maintainable: 99.982% availability (annual downtime of 1.6 hours),
Tier 4 — Fault Tolerant: 99.995% availability (annual downtime of 0.4 hours).

Alternatively, “number of nines” provides information on cloud and indirectly on asset
availability: three, four, and five nines represent 99.9%, 99.99%, and 99.999% availability,
respectively. Factors involve scheduled or unscheduled downtimes, network and power outages,
targeted attempts to disrupt the service (denial-of-service attacks), and hardware failures.

In summary, availability means a “requirement intended to assure that systems work promptly
and service is not denied to authorized users” (Guttman & Roback, [1995, p. 7). Organizations
can effectively manage their electronic assets using cloud computing which eliminates single
points of failure and enables high availability at a cost comparable to running hardware and
software ICT infrastructure on the premises.
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2.3 Bring Your Own Device

Information confidentiality, integrity, and availability should provide authorized and authenticated
parties access and ability to use data in a timely fashion, in a desired form with minimum time
and resources regardless of where the data is located. Even when adhering to the CIA triad,
though, the data still cannot be considered secure due to multiple layers, devices, networks,
protocols, software, hardware, services, and people between the endpoints on the transfer path
each of which can be compromised to passively or actively intercept communication while user
has little to no indication of such actions taking place.

Desktop stations, servers, and notebooks have been the core security focus since becom-
ing ubiquitous in organizations: advances in detection, response, and containment protocols
were automated in antivirus suites; intrusion detection systems (IDS), firewalls, egress filters,
sandboxes, and data loss prevention software thwarted some risks associated with electronic
processing. This forced perpetrators to either increase attack sophistication, or exploit alternative
vectors such as human element or newly-emerging technologies making their way into corporate
environments. No suitable policies have usually been set for this class of devices as a result of
low flexibility and reactive approach to new trends, creating a window of opportunity with no
countermeasures put in place.

Rapid adoption of advanced technology is known as consumerization and its defining aspect is
“...the concept of ‘dual-use’. Increasingly, hardware devices, network infrastructure and value-
added services will be used in both businesses and consumers” (Moschella, Neal, Opperman, &
Taylor, 2004, p. 4). Consumer-grade ICT evolves rapidly due to shorter innovation cycles which
leads to their gradual acceptance from firms: “At first, companies stop prohibiting personal
devices, then they allow connecting to corporate Internet servers, next they connect personal
devices to corporate applications” (Copeland & Crespi, 2012, p. 1). Consumerization is coupled
with a move to cloud and desktop virtualization where “. .. [t]he operating system of desktops
is installed on virtual machines, which are located on a virtualization infrastructure in a data
center, and the user remotely operates the desktops via thin clients” (Man & Kayashime, 2011,
p- 1). “In a thin-client computing environment, end users move from full-featured computers to
thin clients, lightweight machines primarily used for display and input and which require less
maintenance and fewer upgrades” (Nieh, Yang, & Novik, 2000, p. 1). While they suffer from
a single point of failure if the virtualization platform is hosted locally, users are allowed to access
them from any device irrespective of geographic location.

The idea of ubiquitous computing (pervasive computing, ambient intelligence, everyware)
as unrestricted, pervasive electronic resource availability, networks of interconnected devices,
and scalability was coined by Weiser (1991, p. 1) who came up with “[t]he idea of integrating
computers seamlessly into the world at large...” A more recent delimitation sees it as utilizing
“...countless very small, wirelessly intercommunicating microprocessors, which can be more or
less invisibly embedded into objects” (Friedewald & Raabe, 2011, p. 1). But security concerns
were pointed out: “Pervasive computing will see the accumulation of vast amounts of data that
can provide a comprehensive overview of an individual. .. [T]hese huge sets of data and the
spontaneous networking of smart objects will make it impossible for the pervasive computing
user to trace where one’s personal data are stored, how they are used and how they might be
combined with one another. .. data protection is therefore an essential requirement for protecting
privacy — even more so than in other IT systems” (FOIS, 2006, p. 15). Schmidt (2010, p. 3)
further mentions that “[p]ervasive computing technologies are transparent to users until the
system malfunctions. . . it is difficult for the end user to identify where the problem lies.”

One device class in particular has brought ubiquitous computing to consumers: small form
factor devices, specifically smartphones and tablets. Ballagas, Borchers, Rohs, and Sheridan
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(2006, p. 1) note that “[t]he emerging capabilities of smart phones are fueling the rise in the use
of mobile phones as input devices to the resources available in the environment. . . The ubiquity
of mobile phones gives them great potential to be the default physical interface for ubiquitous
computing applications.”

Growth of smartphone ecosystem led to the introduction of BYOD (Bring Your Own Device)
and more recently, BYOT (Bring Your Own Technology), subsets of consumerization aimed at
mobile hardware (Scarfo, 2012) and hardware with software, respectively. Apart from privacy
issues, security challenges arose, too and “[w]ith the advent of cloud storage with its partitions,
care should be taken in-house to ensure that data is partitioned and individual users only get
access to the information they need to perform their assigned duties,” (Miller, Voas, & Hurlburt,
2012, p. 3) as detailed in chapter[2.2.1] Miller et al. (2012, p. 3) also admit that .. . little attention
has been paid to this issue, but that’s a problem that will need to be addressed if BYOD and
BYOT become adopted widely...” Irreversible modifications are not an option which “. .. stems
from the fact that given the device does not belong to the enterprise, the latter does not have any
justification — and rightly so — in modifying the underlying kernel of the personal device of the
employee” (Gessner, Girao, Karame, & Li, 2013, p. 1).

2.3.1 Background

Mobile phones, alternatively titled cellular, cell or feature phones, have undergone considerable
and rapid transformation. From devices capable of performing basic operations (Short Message
Service, calls, contact manager) they evolved into dedicated computing, multimedia as well as
social platforms, incorporating functionality on par with desktop stations and laptops. However,
the form factors make them highly portable and inconspicuous when in operation. Mobile phones
have become commercialized with advent of high-speed digital cellular (2G), mobile broadband
(3G), and native IP (4G) networking standards. Block diagram showing hardware modules each
of which needs to be supported in the mobile operating system is depicted in Figure

Growing portfolio of features incorporated into mobile phones gave rise to the term smart-
phone: a device with dedicated operating system whose complexity and breadth of functions
outstrip feature phones. Location-aware and streaming services, wireless access, VoIP (Voice
over IP) as well as video telephony changed users’ lifestyles, entertainment and advertising in-
dustry, and provided empowerment to engage in various activities on the go with users exhibiting
diversity in usage patterns (Falaki et al.,2010). Moreover, “. .. the phone is emerging as a primary
computing device for some users, rather than as a peripheral to the PC,” (Karlson, Meyers, Jacobs,
Johns, & Kane, 2009, p. 8) especially for information workers and freelancers. Future high-speed
data transfer standards provide users with convenient way to consume streamed media, data-
intensive applications while having superior responsiveness. A thin-client has been also proposed
“...which provides cloud computing environment specifically tailored for smartphone users. .. to
create virtual smartphone images in the cloud and to remotely run their mobile applications
in these images as they would locally” (E. Y. Chen & Itoh, 2010, p. 1). Sales figures seem to
confirm gradual migration from feature phones to smartphones. Even academia recognized the
inclination; indeed, “... publication on research in subject related to adoption of [s]martphone
technology is increasing continuously specially in the last five years which indicates importance
of studying and understanding adoption of [s]martphone technology among scholars in various
fields” (Aldhaban, 2012, p. 2).

As the user base grows, so do security concerns. Personally-identifiable data, GPS (Global
Positioning System) coordinates, credit card information, data transfers, and others may be
correlated to reconstruct history of physical location, financial transactions, and wireless network
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Fig. 14: Smartphone block diagram. Each subsystem is designed and optimized for energy efficiency
because battery capacity is a limitation of the small form factor employed.
Source: Texas Instruments (2013)), modified.

trails for per-user electronic behavior profiling. At least a portion of users is aware of the
implications: Chin, Felt, Sekar, and Wagner (2012, p. 7) found out study participants were
“...less willing to perform tasks that involve money (banking, shopping) and sensitive data...on
their phones and on their laptops...[and] are more concerned with privacy on their phone
than they are on their laptop.” Dangers of incorporating advanced networking and processing
capabilities into mobile phones had been discussed before smartphones became widely available
(Guo, Wang, & Zhu, [2004). Dagon, Martin, and Starner (2004, p. 1) claimed that ... physical
control of a computer doesn’t automatically guarantee secure control. Users tend to have
a false sense of security with handheld or portable consumer electronics, leading them to
trust these devices with more sensitive information.” It is unclear whether the sentiments
will attenuate with continuing smartphone and tablet pervasiveness, or whether they will get
more pronounced. BYOD increases the likelihood a security breach can propagate into the
organization’s internal network as there is no clear separation between personal and work spaces
if no suitable countermeasures and policies are implemented.

Malware (portmanteau of malicious software) makes it possible for the perpetrators to ex-
filtrate sensitive data without user consent and make further unsanctioned modifications to the
device, sidestepping any input required from the victim. Developers, aware of such possibilities,
incorporated safeguards and protective measures to mitigate or neutralize the most prominent
attack vectors. Ranging from cryptographic instruments to hardware-imposed locks, they intend
to keep the mobile ecosystem as secure as possible without incurring unnecessary user experience
penalties.

2.3.2 Hardware
Smartphones incorporate elements similar to desktop stations: CPU, RAM, flash memory

storage, I/0 (Input/Output), LCD (Liquid-crystal Display)/LED-based (Light-emitting Diode)
display technology, peripherals support, Bluetooth connectivity, and a WNIC (Wireless Network
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Interface Controller) module. As more hardware is integrated onto the circuit boards, software
has to be added to the mobile operating system (OS) which increases complexity and expands
the attack surface. System complexity is defined as ... a property of a system that is directly
proportional to the difficulty one has in comprehending the system at the level and detail necessary
to make changes to the system without introducing instability or functional regressions” (Rosser,
2006). Software complexity in particular has generated a slew of metrics aiming to quantify the
property: frequently mentioned (Weyuker, 1988) are number of program statements, McCabe’s
cyclomatic number, Halstead’s programming effort, and knot measure. A highly-complex system
creates more opportunities for exploitation; probability of breach could be reduced by omitting
parts deemed inessential and in some cases, redesigning the system to comply with secure coding
practices (Graff, 2001). This is not in line with practice described by Gjerde, Slotnick, and

Sobel (2002, p. 1) for incremental innovators “...frequently introducing new models that are
only slightly different from the previous ones and do not incorporate all possible technological
advances,” as compared to frontier innovators ... choosing not to introduce a new model until

it is very different from the previous models and is at the leading edge of technology frontier.”
Smartphone developers combine both approaches and retain core resources across releases,
fixating the attack surface.

Power efficiency is a primary factor in an environment restricted by battery capacity. Ascent
of flash memory, a non-volatile erasable storage medium, brought about massive increases
in speed and reliability with reductions in energy consumption. Data are written by applying
electrical current and no mechanical system for storing and retrieving is necessary, a disadvantage
of HDDs which “...are generally very reliable but they are also very complex components.
This combination means that although they fail rarely, when they do fail, the possible causes
of failure can be numerous” (Pinheuiro, Weber, & Barroso, 2006, p. 1). Conversely, flash
memory eliminated protracted seek times due to nearly uniform availability of each requested
location. Its disadvantages are non-negligible wear and tear process deteriorating storage
integrity over time, a concern mainly for enterprise-level solutions, not consumer electronics, the
need for block erasure, read disturb, and write amplification (Hu, Eleftheriou, Haas, Iliadis, &
Pletka, 2009). Smartphones use flash memory-based storage modules exclusively with massive
economies of scale which decrease prices. Flash memory contributed to fast and efficient
data storage and retrieval, and advances in CPU design and miniaturization assured adequate
level of power-constrained computational resources. Smartphones can perform multi-threaded
and multi-core operations including but not limited to gaming, scientific computations, media
encoding, real-time high-resolution GUI (Graphical User Interface) rendering and refreshing,
and high-definition content streaming. Hapticﬂ interfaces present users with tactile controls and
direct device feedback via on-screen keyboard and gesture prompts.

Another function which differentiates smartphones from feature phones and at the same time
poses imminent security risk is wireless connectivity, data transfers, and GPS location services.
Constandache, Gaonkar, Sayler, Choudhury, and Cox (2010, p. 1) admit that “[w]hile GPS offers
good location accuracy of around 10m, it incurs a serious energy cost. . .;” positioning using Wi-
Fi and other sensors is more energy-efficient and may determine location with higher accuracy,
especially in urban areas. Comparison of exploitable technologies integrated in smartphones is
provided in Table 3]

To facilitate access to wireless Access Points (AP), smartphones are equipped with hardware
modules supporting different Wi-Fi standards. The WNIC can reconnect to already-visited
networks automatically: the OS “...scans for APs and then chooses the unencrypted one with
the highest signal strength. .. [the method] which we call ‘strongest signal strength’, or ‘SSS’,

*['heeptik], adjective: relating to or involving sense of touch (Oxford University Press,|[2011))
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Tab. 3: Wireless positioning systems. While GPS provides high accuracy, it is the least energy-efficient.
Wi-Fi estimation accuracy and energy efficiency lie between GPS and cellular but it reliably works only
in areas saturated with wireless networks. Signal from cellular base stations extend both indoors and
outdoors but its location capabilities are limited to hundreds of meters. Bluetooth’s low coverage is
offset by high accuracy within the area.

Source: Han, Qian, Leith, Mok, and Lam (2011| p. 2), modified.

GPS Wi-Fi | Cellular Bluetooth
Lifetime [h] 10 40 60 60
Coverage [m] | Outdoor | 50 Everywhere | 10
Error [m] 10 40 400 10

ignores other factors that matter to then end user,” (Nicholson, Chawathe, Chen, Noble, &
Wetherall, 2006, p. 2) a vulnerability which could be exploited to take over the communication
channel. Also present is logic gauging signal strength by keeping track of nearby APs and
transferring to the strongest one automatically. With wireless features on par with notebooks,
it is necessary to ensure adequate protection of data bidirectionally transferred over unsecured
networks, and data about the network itself saved on the device (usernames, passwords). Facing
such challenges is no different in the mobile-based cyberspace than in the desktop-based.

2.3.3 Software

Mobile operating system (OS) is an extension of either free or proprietary kernel whose purpose
“...1s to implement these fundamental concepts: simulation of processes; communication among
processes; creation, control, and removal of processes,” (Hansen,|1970, p. 1) supporting hardware
and software of the particular platform. An OS is “[a] collection of software, firmware, and
hardware elements that controls the execution of computer programs and provides such services
as computer resource allocation, job control, input/output control, and file management in
a computer system,” (IEEE, 1990, p. 145) or ... an intermediary between the user of a computer
and the computer hardware. The purpose of an operating system is to provide an environment
in which a user can execute programs in a [convenient] and [efficient] manner” (Silberschatz,
Galvin, & Gagne, 2012, p. 1). A high-level view of a generic OS is depicted in Figure @

As the kernel handles all interactions with the device hardware, it may appear to constitute
OS’s single point of failure. However, as the system itself issues commands to the kernel, any
exploit allowing the attacker to execute arbitrary code must be treated as critical. Both parts
are viable targets, although compromising OS is preferred due to wider attack surface (each
application the user executes interacts with system resources) and technical expertise to bypass
the OS layer and interact with the kernel directly. Mobile OS developers have implemented
software safeguards to ensure kernel integrity, e.g., virtual memory, Kernel Patch Protection
(KPP), (Microsoft,2007) and ACL. For example, Ritchie (1979) admitted that ... UNIX was
not developed with security, in any realistic sense, in mind; this fact alone guarantees a vast
number of holes. (Actually the same statement can be made with respect to most systems),”
which supports the insecurity argument raised in chapter Android is a descendant of UNIX
which draws on many of its components. An overview of the mobile OS market landscape as of
2014 is provided in Table 4]

Developers chose different ways to distribute their operating systems via OTA (Over-the-Air)
programming. All allowed third parties access to API (Application Programming Interface),
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Fig. 15: Schematic view of an operating system. The kernel is a low-level core mediating requests from
and to hardware (I/0), and distributing limited resources among active processes, Users do not interface
with the kernel directly. The system further comprises GUI, libraries, utilities, and applications (user

space) for convenient access and management.
Source: Silberschatz, Galvin, and Gagne (2012| p. 4), modified.

SDK (Software Development Kit), and documentation, opening the platforms to non-native
code execution. Rapid hardware and software developments in the smartphone ecosystem and
shifts in consumer preferences mean the information in Table 4] may become obsolete after
some time as new products are introduced and others discontinued. Best practices and policies
described in chapter [6] do not presuppose any particular OS and are applicable to most, if not all,
current products. Security practices among vendors differ, though: while some focus on corporate
security by providing native frameworks and procedures for device-level and system-level control,
some aim at consumer sector with marginal BYOD support.

2.3.4 Summary

The chapter described hardware and software capabilities of smartphones to demonstrate how
evolved the devices have become which turned them into a security vulnerability if not managed
properly. The author is of the opinion BYOD should be addressed in organizational policies and
enforced by profiles. Moreover, smartphones should be considered on par with desktop stations
due to their capabilities and treated accordingly. BYOD management presents a challenge
because the devices do not belong to the organization which limits the scope of measures and
necessitates user consent.

Disregarding smartphone security when accessing sensitive data is a vulnerability the perpe-
trator can exploit to gain persistence on the internal network. Users should therefore be expected
to make concessions if they demand integration of their device into the organizational ICT
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Tab. 4: Overview of mobile OS landscape. Market shares and discontinued products (i.e., Bada, Win-
dows Mobile) are not included. Smartphone ecosystem has undergone major shifts and developments in
consumer demand and preferences, current market data are therefore not indicative of future trends.
Source: own work.

Name Developer | Model

Android Google free, open source
BlackBerry BlackBerry | proprietary, closed source
10S Apple proprietary, closed source
Nokia Asha Nokia proprietary, closed source
Windows Phone | Microsoft | proprietary, closed source
Windows RT Microsoft | proprietary, closed source

infrastructure, and profiles are the least-intrusive means of ensuring best practices are being
followed even in environments such as open Wi-Fi networks. Chapter [2.4.4] discusses attacks
which can be mounted against unsecured wireless networks users regularly pair with for Internet
connectivity. Profiles can mitigate the risks by creating encrypted tunnels through which data
are passed to the organizational electronic resources (email servers, information systems, VoIP
servers) while marginally impacting user comfort and convenience.

The questionnaire research presented in chapter 4] will map and analyze attitudes of respon-
dents in a representative sample toward installing profiles on their mobile device. This will
support the theoretical background with real-world observations which will then be used for
devising best practices in chapter [6]
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2.4 Techniques for Unauthorized System Access

This chapter provides a high-level overview of techniques adversaries can use to gain unau-
thorized system access. Specific instances, i.e., cases where victims were targeted will not be
discussed nor presented as they become obsolete quickly. Some attacks are theoretical, “what if”
scenarios, others are frequent in practice due to their effectiveness and pervasively vulnerable
back-end platforms (operating and database management systems). The Internet protocol suite,
largely unchanged for backward compatibility concerns, is extensively exploited, as are auto-
mated authentication tools. Wireless networks with default security settings and weak encryption
give attackers opportunity to bypass perimeter defenses and access internal resources directly in
case the network is an entry point for smartphone-enabled employees and no mechanism such as
access control list (ACL) is utilized. Mobile device exploitation should be expected to increase
as BYOD will accelerate in the future. The attacks can be accompanied by social engineering
campaigns where employees themselves are designated as targets and scenarios created which
trigger instinctive reactions anticipated and acted upon by the malicious third party. Finally,
penetration testing will be introduced as a way to comprehensively audit ICT infrastructures,
human element, security policies, and their resilience in real-world scenarios.

Asset confidentiality, integrity, and availability are essential for business continuity, and
contingency plans must be developed for mission-critical ICT infrastructure and employees as
part of an overall defense strategy. Perimeter defense, e.g., intrusion detection system, firewall,
ACL, antivirus, event logging, air-gapping, and red/black separation should be deployed in
combination. This is called the defense in depth principle and is outlined in chapter [6.2] Air-
gapped systems are “. .. secured and kept separate from other local networks or the Internet and
operate on specially-designed software to for their unique purposes. The implied conclusion
from air-gapping is that these systems are safe from, and invincible to, computer network
attacks” (Noor, 2011}, p. 57). While effective against network threats, air-gapping has since
been proven vulnerable to uncontrolled interconnects such as mass storage devices. Red/black
separation “...views the world of communications in two categories of media: red and black.
Each category refers to the type of information that can be transmitted over that media. A red
communications system can handle and fully protect classified plaintext data. A black system
can handle unclassified plaintext and classified ciphertext.. .. A red system is physically separated
from black systems” (S. H. Bennett, 2001} p. 6).

The division is one way to thwart side-channel attacks, originally devised to target crypto-
graphic hardware circuits. They rely on side channel information ... that can be retrieved from
the encryption device that is neither the plaintext to be encrypted or the ciphertext resulting
from the encryption process” (Bar-El, 2003, p. 2). Timing of individual operations, power
consumption, vibrations, sound oscillations, light reflections, and electromagnetic emanations
can be intercepted to partially or entirely reconstruct program’s control flow and duplicate data
written, transferred, and displayed to the user. A general-purpose hardware side-channel attack
was notably demonstrated as capable to reproduce Cathode Ray Tube (CRT) display image at
a distance of 50 meters, “...[t]he set-up is simple and measurements do not take an unreasonably
long time to be carried out” (van Eck, 1985, p. 8). Similar results later corroborated susceptibility
of Liquid-crystal Display (LCD) panels to the same conduct at a 10-meter distance with no
direct line of sight, concluding that “[t]he eavesdropping risk of flat-panel displays. . .is at least
comparable to that of CRTs” (Kuhn, 2004, p. 17). The thesis will not further consider side-
channel exploitation despite smartphones being at risk and “[t]he vulnerability. . . not specific to
a particular mobile device, model, or cryptographic implementation...” (Kenworthy & Rohatgi,
2012, p. 4).
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Security policies and safeguards by themselves do not guarantee impenetrability as the
attack surface continually shifts, new vulnerabilities are discovered, documented, and patched,
and novel threat vectors emerge and are exploited regularly. Complexity increases time to
exhaustively map and resolve collisions, prolonging patch deployment which keeps the vector
open and creates a window of opportunity, schematically depicted in Figure Depending
on the disclosure method (full, partial, non-disclosure), priority the vulnerability is assigned,
support status and other factors, the prerelease phase may span months; vendors vary in speed
with which their products get patched. On the other hand, the postrelease phase denotes the
time until the patch is deployed according to the organizational ICT policies. Older systems in
particular are often left untouched for stability reasons or due to lack of official support. In this
case, the window of opportunity is not closed until the system is replaced.

Enterprises should strive to reduce their software footprint and streamline patch management.
This necessitates Chief Information Security Officer (CISO) who monitors, assesses, mitigates,
anticipates, and responds to risks associated with application, computer, data, infrastructure,
network, physical as well as mobile security, and balances them with user comfort and produc-
tivity. Precautions which increase security may lower work effectiveness, create processing
bottlenecks, and introduce delays and computational overheads. In production environment,
patch management aiming ... to create a consistently configured environment that is secure
against known vulnerabilities and in operating system and application software,” (Chan, 2004) is
strongly recommended. Both server- (backup software, database managers, web applications)
and client-side (desktops, mobile devices, notebooks) benefit from patch management after
prior testing to determine compatibility with critical ICT infrastructure elements. A patch is
“...apiece of software code that is inserted into a program to temporarily fix a defect. Patches
are developed and released by software vendors when vulnerabilities are discovered” (Dacey,
2003, p. 3). If n dedicated parts exist and one is updated, » — 1 unique interdependencies need to
be evaluated. Moreover, “[k]eeping the system up-to-date with recently released patches results
in higher operational costs, while patching the system infrequently for its vulnerabilities leads to
higher damage costs associated with higher levels of exploitation. . . Therefore, the firm should
define its patch-update policy to find the right balance between operational and damage costs
considering vendor’s patch-release policy” (Cavusoglu, Cavusoglu, & Zhang, 2008, pp. 11-12).

Window of opportunity for exploitation
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Fig. 16: Window of opportunity. It is initiated when either a vendor discloses a vulnerability and releases
a patch, or the attacker exploits the vulnerability. The window is closed when countermeasures are
deployed in production environment and the threat is neutralized.
Source: Cavusoglu, Cavusoglu, and Zhang (2008, p. 4), modified.

2.4.1 Modeling the Adversary

Before the techniques are discussed, it is necessary to model attacker’s behavior and motivations
which allows to analyze and harden avenues most likely taken to achieve their objective. When
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security is perceived as approximately equal for all exploitable vectors, it is reasonable to assume
none will be given priority and each is equally likely to be selected for the attack.

e Anonymity. The attacker must always be assumed to take steps to conceal their identity
either through misappropriation (victim as a proxy) or misdirection (virtual private network
services, Tor nodes). Host identification and pinning have made some progress and “[w]hile
the Internet lacks strong accountability, this lack does not mean that users and hosts are
truly anonymous.. . . The host-IP binding information can be used to effectively identify and
block malicious activities by host rather than by IP address” (Xie, Yu, & Abadi, 2009, p. 11).
False positive and false negative rates should be taken into consideration when assigning
responsibility and initiating counteractions.

e Bounded rationality. The attacker is not expected to have perfect information or knowledge
(H. A. Simon, |1957) of ICT infrastructure and processes, though they are able to reconnais-
sance and extrapolate some, e.g., only limited number of products provide firewall services,
and the target can thus be fingerprinted or exploits prepared for all based on shared vulnerabil-
ities. Bounded rationality seemingly limits the attacker but high proclivity toward particular
vendors make the constraint less disadvantageous. Metadata extraction (chapter [2.2.2)) can
also provide actionable intelligence.

e High computational capabilities. The attacker either owns or rents hardware to execute
repetitive operations in parallel, making resource-intensive ventures such as reverse pass-
word engineering feasible under realistic assumptions. Furthermore, they are able to amass
resources, e.g., network traffic, IP addresses, and direct them to perform desired actions
simultaneously. With legitimate users usually attempting to access the same service being
targeted, bulk network filtering policies generate high false positive and false negative rates.
Per-request analysis is viable, although computationally expensive with performance directly
proportional to the number of requests. Alternatives such as neural networks exist but Buhari,
Habaebi, and Ali (2005, p. 11) concluded that .. . usage of neural networks for packet filtering
is questionable because the inclusion of extra security features like local or hourly hits to
take care of the security lapse in neural network system causes the performance gain to be
affected.”

e Malicious intent. The attacker aims to cause damage or inconvenience to the victim tangi-
bly or intangibly, e.g., corrective maintenance after internal network breach (chapter[2.2.3)),
initiation of backup procedures, security audit costs, implementation of best practices, rep-
utation damage management. The last one presents a challenge due to the need to modify
customer’s perceptions and regain their trust (Rhee & Valdez, 2009). Reputation can be also
damaged indirectly “...because stakeholders cannot distinguish the relative performance
or effect of each user, all users share a common stakeholder assessment of their character.
Consequently, the action of one firm affects the reputation of another” (A. A. King, Lenox, &
Barnett, 2002, p. 4). This is akin to the tragedy of the commons in microeconomics (Hardin,
1968).

e Predictability. Attacker’s objectives can be narrowed down to coincide with categorization
of electronic assets: sensitive information (credentials, financial and personally-identifiable
data) is highly interesting and should be protected; unclassified information available to
general public need not be monitored. Networks and devices for accessing internal resources
should also be a priority with air-gapped, isolated systems posing significantly lower risk of
compromise. Miscalculating adversary’s preferences may leave seemingly benign vectors
open, especially those related to social engineering. Removing unnecessary third-party
software and disabling unused services is another security practice to reduce the attack
surface, understood as follows: “A system’s attack surface is the subset of its resources that
an attacker can use to attack the system. An attacker can use a system’s entry points and

51



exit points, channels, and untrusted data items to send (receive) data into (from) the system”
(Manadhata & Wing, 2010, p. 5).

The list is not exhaustive as some attacks require relaxing or adding conditions, but it provides
a baseline on abilities and motivations the perpetrators exhibit. Some incursions may be highly
targeted and damage deprioritized in favor of long-term information gathering, enumerating
vulnerabilities, observing patch deployment cycles, estimating windows of opportunity, and
focusing on predetermined objectives: data exfiltration (industrial espionage) and establishing
covert presence in the system. Social engineering techniques increase attack potency, for example
by tailoring emails which contain psychological stimuli, “...the ways in which individuals
intentionally or purposefully (although not necessarily consciously) alter, change, influence,
or exploit others...” (Buss, 1987, pp. 4-5). Detecting an incursion in progress and alerting
appropriate parties could thwart future attempts and increase security by closing the pertinent
attack vector, updating existing policies, and employee training curricula.

2.4.2 Human Interaction Proofs

Users interacting with various online services are frequently subjected to checks designed so that
humans can trivially pass them. Human Interaction Proof (HIP) requires some form of input from
peripheral devices based on animation, graphics, text, and sound depending on the challenge
presented. HIPs are commonplace when creating free email accounts which can be exploited for
spamming campaigns; Figure [1'/|depicts a text-based challenge on Google successful response
to which proves with very high probability that the entity requesting the service is human, not
a machine. Malicious third parties have been attempting to devise automated means for bypassing
HIPs while alternatives allegedly increasing their efficiency have been proposed as well.

Authentication was first discussed in chapter[2.2.1] It comprises tools to directly prove identity
between two parties in real-world settings, e.g., identification documents at the airport collated
with information printed on the ticket, or remotely without direct contact, e.g., login credentials
compared with an entry in a database of valid accounts. While non-negligible probability of
subverting authentication mechanisms exist in case of direct authentication (counterfeiting), the
thesis will focus exclusively on the remote version as it is much more frequently abused. Apart
from passwords which represent specific form of authentication, i.e., uniquely identifying the
other side, general authentication techniques will be discussed the most well-known of which is
Completely Automated Public Turing test to Tell Computers and Humans Apart (CAPTCHA),
aiming to discern legitimate entities eligible to access the service, and those who attempt to
circumvent the mechanism. Passwords will be detailed in the following chapter.

CAPTCHA is a text HIP first mentioned in chapter 2.1.1] It was devised by Naor (1996, p. 2)
as follows: “One of the key ideas in [c]ryptography is applying the fact that there are intractable
problems, i.e., problems that cannot be solved effectively by any feasible machine, in order
to construct secure protocols.. .. What should replace the keyed cryptographic function in the
current setting are those tasks where humans excel in performing, but machines have a hard-time
competing with the performance of a three years old child.” Obstructed or malformed characters,
distorted sounds, animations, shapes, puzzles, answers to simple questions, mouse interactions,
and counting are examples of operations trivially solvable by a human but challenging or
infeasible for representation in computers. Naor (1996, p. 3) further lists properties such
a scheme should possess:

e “[i]t is easy to generate many instances of the problem, together with their unambiguous
solutions,”
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e “[h]Jumans can solve a given instance effortlessly with very few errors,”

e “[t]he best known programs for solving such problems fail on a non-negligible fraction of
the problems, even if the method of generating the instances is known,”

e “[a]n instance specification is succinct both in the amount of information needed to describe
it and in the area it takes to present it to the user.”

Work by von Ahn, Blum, Hopper, and Langford (2003, p. 2) introduced practical implementa-
tion of such scheme and conceded that ... from a mechanistic point of view, there is no way to
prove that a program cannot pass a test which a human can pass, since there is a program — the
human brain — which passes the test. All we can do is to present evidence that it’s hard to write
a program that can pass the test.” Lack of rigorous proof together with popularity CAPTCHAs
gained for their simplicity and streamlined integration prompted research in and convergence of
Artificial Intelligence and security. Mori and Malik (2003, p. 2) achieved a breakthrough when
their tool correctly identified distorted words represented in production-environment CAPTCHAs
with 92 % success rate even though they “... present challenging clutter since they are designed
to be difficult for computer programs to handle. Recognition of words lend itself easily to being
approached either as recognition by parts (individual letters or bigrams) or whole objects (entire
words).” Chellapilla and Simard (2004, p. 3) attempted the following: “Our generic method for
breaking. .. HIPs is to write a custom algorithm to locate the characters, and then use machine
learning for recognition. Surprisingly, segmentation, or finding the characters, is simple for
many HIPs which makes the process of breaking the HIP particularly easy.” Of interest are
warped characters depicted in Figure |1’/ which does not contain any geometric shapes to thwart
pattern recognition but instead presents user with two words whose shape should deter automated

attacks.

Fig. 17: CAPTCHA. The image was presented as a HIP when creating a new email account. It contains
two strings, “consider” and “erchop.” Characters in the second one are warped (elongated and pur-
posefully not following a straight line) to break attempts at automated analysis which would allow to
create a valid account.

Source: Google.

consider

Surrogate HIPs have been also scrutinized. Audio CAPTCHAs, based on recording the
characters the user is prompted to type while background noise is added to decrease automated
speech recognition efficiency, serve as an alternative for the visually impaired. They were found
vulnerable: the method .. .extracts an audio segment from a CAPTCHA, inputs the segment to
one of our digit or letter recognizers, and outputs the label for that segment.. .. until the maximum
solution size is reached or there are no unlabeled segments left” (Chellapilla & Simard, 2008,
p- 4). Success rates ranged from 45 % to 71 %, well above the 5 % threshold frequently selected
in statistical hypotheses testing as a probability attributable to chance. Later research showed
75 % success rate (Bursztein & Bethard, 2009, p. 5) and suggested “. .. to limit both the number
of [CAPTCHA] downloads allowed for each IP address (download limit) and the number of
times an IP address is allowed to submit an incorrect response (error limit).” Image-based
CAPTCHA s have also been devised (Chew & Tygar, 2004} Datta, Li, & Wang, 20035)) but the
research results “...are more than sufficient to consider the [CAPTCHA] broken, or at least
not safe” (Merler & Jacob, 2009, p. 9). Another proposed method “...clearly identifies the
shortcomings of several currently existing image [recognition] CAPTCHASs” (Fritsch, Netter,
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Reisser, & Pernul, 2010, p. 12). Regardless of technique, CAPTCHA systems are prone to faulty
implementations allowing to bypass the authentication mechanism altogether (Yeend, 2005).

2.4.3 Passwords

Securely hashing user login credentials to make online and offline exhaustive reverse engineering
time-dependent is often underestimated. The practice was discussed in chapter[2.2.2} instead
of storing sensitive data in human-readable plaintext form, mathematical fingerprints uniquely
identifying each string should be strongly preferred for comparison purposes. Cryptographic
hash functions must have several efficiency properties such as being extremely fast to compute,
and the length of the digest a fixed constant typically much smaller than the length of the
message (Zimand, 2013} p. 2). Another property is high computational requirements to reverse
the function.

Initially, hash functions were considered safe due to the number of mathematical operations
necessary to produce a string hashing to the same output as the original. Advances in processing
power as per Moore’s law (chapter[2.2.3)) and targeted scenarios against popular implementations
(MD5, SHA-1) led to recommendations these hash functions be obsoleted in favor of more
resilient ones. Many database management systems continue to offer insecure schemes as
defaults, though. The author believes this is detrimental to security because cloud computing
and dedicated hardware components can enumerate billions of keys in parallel with optimization
techniques further capable to reduce the candidate search space.

Two ways to break hashes have been devised apart from side-channel vulnerabilities presented
earlier in chapter 2.4 One is brute-force attack (exhaustive key search) that is “...based on
a simple concept:. . . the attacker.. . has the ciphertext from eavesdropping on the channel and
happens to have a short piece of plaintext, e.g., the header of a file that was encrypted. [He] now
simply decrypts the first piece of ciphertext with all possible keys... . If the resulting plaintext
matches the short piece of plaintext, he knows that he has found the correct key.. .. Whether
it is feasible in practice depends on the key space, i.e., on the number of possible keys that
exist for a given cipher. If testing all the keys on many modern computers takes too much time,
i.e., several decades, the cipher is computationally secure against a brute-force attack” (Paar &
Pelzl, 2010, p. 7). In a brute-force attack, a hash is obtained by breaching a database with user
credentials via SQL injection (chapter|2.4.7)) or some alternative exploit, determining the search
space, systematically enumerating all candidates from the pool, and verifying the hashes against
the target value. If not identical, a true negative was encountered, or a false negative with the
candidate string selected correctly but the hash requiring additional data added server-side to
increase security (salt), which were omitted. If the adversary has no prior knowledge about the
hash composition, one case is unrecognizable from the other as the comparison procedure simply
outputs a yes/no statement. Key length determines the worst-case (upper bound) time it takes to
break a given hash: in general, for an n-bit key the maximum number of operations is 2" and 27"
on average.

Chaney (2012) points out that “[t]he resources required for a [brute-force] attack scale
exponentially with increasing key size, not linearly. As a result, doubling the key size for an
algorithm does not imply double the required number of operations, but rather squares them.”
Extending the digest from 128b to 129b thus increases the time factor considerably. This makes
cryptographic hash functions supporting longer products desirable security-wise as long as
they conform to the requirements stated above (e.g., extremely fast to compute). Table []lists
examples of functions for algorithmic efficiency analysis, denoting the number of operations
necessary to successfully terminate its run. Complexity of some is directly proportional to their
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Tab. 5: Algorithmic growth functions. Brute-force attacks belong to a category of exponential algorithms
whose order of growth outpace their input size even for small n. Cryptographic hash functions were
purposefully designed for reverse engineering to be inefficient and computationally expensive to deter
malicious attempts.

Source: Levitin (2011} p. 46).

n logon | n nlogon | n? n’ 2" n!

10 |33 10 [3.3-101 [ 102 | 10° | 10° 3.6-10°
102 | 6.6 102 | 6.6-10% | 10* | 10° | 1.3-10%0 | 9.3.101%7
10° | 10 103 [ 1.0-10% | 10° | 10°
10* | 13 10| 1.3-10° | 108 | 102
10° | 17 10° | 1.7-10° | 100 | 100
10° | 20 10° [ 2.0-107 | 102 | 10'8

input size while output of others outpace the growing input very early on. As Levitin (2011},
p. 46) comments on exponential and factorial functions, “both. .. grow so fast that their values
become astronomically large even for rather small values of n....For example, it would take
about 4 - 10'Y years for a computer making a trillion (1012) operations per second to execute
2190 operations.. . . Algorithms that require an exponential number of operations are practical for
solving only problems of very small sizes.”

The MDS5 Message-Digest algorithm is a popular cryptographic hash function routinely
deployed to convert user credentials to digests. Designed by Rivest (1992), its summary states
that “[t]he algorithm takes as input a message of arbitrary length and produces as output a 128-bit
‘fingerprint’ or ‘message digest’ of the input. It is conjectured that it is computationally infeasible
to produce two messages having the same message digest, or to produce any message having
a given prespecified target message digest.” The assumption has since been proven incorrect in
research by M.M.J. Stevens (2007), Marc Stevens, Lenstra, and de Veger (2012) who were able
to forge a false digital certificate allowing them to impersonate arbitrary legitimate website on the
Internet using parallel computations on commercially-available hardware. The finding prompted
a proclamation that “. .. there is no proper excuse for continued use of a broken cryptographic
primitive when sufficiently strong alternatives are readily available. .. [A] standard user will
likely not notice anything. Therefore inspection of certificates is not a strong countermeasure”
(Sotirov et al., [2008)). C. R. Dougherty (2009) concluded that “[a]s previous research has
demonstrated, [MD35] should be considered cryptographically broken and unsuitable for further
use.” Chapter|[6]lists suitable alternatives for MD5, namely PBKDF2, berypt, and scrypt all of
which deliberately incur performance penalties by either iterating the function multiple times
with added (pseudo)random data (salt), or necessitating large amount of memory.

Naive brute-force attack assumes each string (password) is equally likely to occur, i.e., uniform
password selection distribution function. Due to passwords’ ubiquity and “[a]lthough the user
selects a password by combining characters or numbers than can be selected from the keyboard,
[passwords consisting] of consecutive numbers, specific words or sentences are frequently used
for the most part” (Kim, 2012, p. 1). The practice is not exclusive to mobile devices where
convenience and typing speed is preferred over complexity, but in situations where full instead
of virtual keyboard is available, such as desktop stations and notebooks. Empirical findings
on patterns in passwords (D. V. Klein, [1990; Zviran & Haga, 1999; Yampolskiy, |2006)) have
corroborated the hypothesis “... that people’s choice of passwords is non-uniform, leading to
some passwords appearing with a high frequency.. .. [O]ne consequence of this: a relatively small
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Tab. 6: Password mutation list. All rules are demonstrated on the string “password” which is modified
accordingly, its message digest computed and compared to the target string value.
Source: Korolkova (2009), modified.

Method Examples

Case mutations Password, pAssword, PAssword

Order mutations drowssap, passwordpassword, passworddrowssap
Vowel mutations psswrd, pAsswOrd, paSSWord

Strip mutations assword, pssword, pasword, passord

Swap mutations psasword, paswsord, apswsord

Duplicate mutations | ppassword, paassword, passssword

number of words can have a high probability of matching a user’s password. To combat this, sites
often ban dictionary words or common passwords. . .in an effort to drive users away from more
common passwords” (Malone & Maher, 2012, p. 8). Expending computational resources on
unlikely strings led to a dictionary attack, a faster version of brute-force enumeration sacrificing
complete search space coverage for faster running times.

As password choices are strongly non-uniform and word lists can be used to compile likely
candidates, brute-force enumeration covering the whole search space has been refined and
optimized into a dictionary attack, assigning sequences such as “AZ@p)i#A” lower probability
than “password” and other easily-memorable strings. Defined as “[a]n attack that uses a brute-
force technique of successively trying all the words in some large, exhaustive list,” (Shirey, [2007)
it is a subset of brute-force algorithms from which it inherits the successive iteration phase. To
increase search space without resorting to large-scale enumeration, a sophisticated set of rules is
employed to mutate the strings in the dictionaries; Table [6| provides an overview.

Additional rules (digit, year, border, delimiter, freak, and abbreviation mutations) are em-
ployed with numbers and special characters, further expanding the search space and include many
best practices on how to create strong passwords. The mutators utilize dictionaries, text files
of strings freely available on the Internet which make barriers of entry minimal, together with
software automating the reverse engineering procedures. Coupled with extensive research and
findings, e.g., that “a Zipf distribution is a relatively good match for the frequencies with which
users choose passwords.. .. [Plasswords from one list provide good candidates when guessing or
cracking passwords from another list,” (Malone & Maher, 2011} p. 13) little technical expertise
is necessary to generate potent attack scenarios.

Both brute-force and dictionary attacks can be executed online or offline: it is trivial to prevent
multiple requests in quick succession online by delaying the response after several consecutive
failed attempts, or locking the account. A test similar to CAPTCHA (automated generation,
easy for humans, hard for machines, small probability of guessing the answer correctly) was
devised to separate legitimate users and machines (Pinkas & Sander, 2002)). This substantially
reduces effectiveness of online brute-force attacks but because the countermeasures work with
fixed thresholds, “... when the system rejects the password as being incorrect for that particular
user, the adversary picks a different password from the dictionary and repeats the process”
(Chakrabarti & Singhal, 2007, p. 2). When targeting a specific account owner, their access can
be blocked purposefully to initiate lockdown, disrupting the service for a specified amount of
time after which the process is repeated, turning the attack into a primitive denial-of-service
described in the following chapter. In the offline scenario, the password digest can be tested
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indiscriminately as no safeguards are in place; the hash can be even transferred over to custom
hardware circuits or cloud and the workload distributed among several virtual machines.

Compared to brute force, dictionary attack is not guaranteed to succeed in retrieving the
sensitive string from the message digest due to reduced search space. Probabilistic Context-
Free Grammar “...incorporates available information about the probability distribution of user
passwords. This information is used to generate password patterns. .. in order of decreasing
probability. [They] can be either password guesses themselves or, effectively, word-mangling
templates than can be later filled in using dictionary words” (Weir, Aggarwal, de Medeiros, &
Glodek, 2009, p. 1). Per-word or per-character probability templates are thus generated which
are later populated with characters.

Dictionary attacks are thwarted by choosing suitable cryptographic hash functions, salting
the data before generating digests, selecting passwords randomly, storing them in dedicated
containers which ensure they remain encrypted when unused, and enforcing one-password-
per-site policy to limit damage in case of compromise. As will be demonstrated practically in
case study 1 (chapter5.1)), the vector is effective when uncovering longer strings in real-world
situations where brute-force search would be prohibitively long.

2.4.4 Communication and Encryption Protocols

All devices communicating on the Internet have to conform to a set of protocols. Moreover,
specifications of the core suite, Transmission Control Protocol/Internet Protocol (TCP/IP) are
freely available for any party to inspect. Even though this resulted in many vulnerabilities
discovered and addressed theoretically, TCP/IP cannot break backward compatibility because
vendor support for a vast array of endpoints has been discontinued, and patching the ICT
infrastructure therefore presents a significant challenge. In many cases, the only solution is to
replace the outdated hardware and software which the operators are unwilling or unable to do,
necessitating protocol compatibility across heterogeneous hardware and software. Moreover,
adversaries found numerous ways to invoke unintended behavior by purposefully deviating from
expected or implied routines.

Attacks are thus frequently leveled against widely-deployed communication and encryption
protocols not assumed to change due to compatibility concerns, TCP/IP in particular because it
forms a backbone for majority of Internet communication. A protocol is “[a] set of conventions
that govern the interactions of processes, devices, and other components within the system”
(IEEE, 1990, p. 161). As all devices need to comply with them to receive and transmit data, the
attack surface is extensive which coupled with publicly-available documentation enable detailed
understanding of their inner workings. This let to high-impact vulnerabilities sidelining specific
implementations and instead focusing on the underlying structures. The most prominent type of
attack is denial-of-service.

McDowell (2009) asserts that “[i]n a denial-of-service (DoS) attack, an attacker attempts
to prevent legitimate users from accessing information or services.. .. The most common and
obvious type of DoS attack occurs when an attacker ‘floods’ a network with information.” Carl,
Kesidis, Brooks, and Rai (2006, p. 1) add that “[t]he Internet was designed for the minimal
processing and best-effort forwarding of any packet, malicious or not.. .. DoS attacks, which come
in many forms, are explicit attempts to block legitimate users’ system access by reducing system
availability.. . . The malicious workload in network-based DoS attacks consume network buffers,
CPU processing cycles, and link bandwidth. When any of these resources form a bottleneck,
system performance degrades of stops, impending legitimate system use.” Consequences range
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from inconvenience to financial, material, and other losses, e.g., when online banking systems and
critical infrastructure are targeted and made unavailable through coordinated action of colluding
devices, or from a single host. Multiple hosts can saturate victim’s bandwidth by sending
requests in volumes the server is unable to process simultaneously, depraving it of resources
to distribute across incoming connections. A single perpetrator can exploit vulnerabilities to
generate scenarios outside the protocol bounds to cause instability, unsanctioned code execution,
or a crash.

Abliz (2011} p. 2) admits that “[p]reventing denial of service attacks can be very challenging,
as they can take place even in the absence of software vulnerabilities in a system. Meanwhile,
it is extremely hard, if not impossible, to precisely differentiate all attacker’s requests from
other benign requests. Thus, solutions that rely on detecting and filtering attacker’s requests
have limited effectiveness.” This is especially true for high-latency connections where delays
are caused by the time it takes the packet to reach a destination rather than malicious intent.
Several mechanisms have been proposed (Abliz, 2011} D. J. Bernstein, 2002; Mirkovic, Dietrich,
Dittrich, & Relher, 2005)) but none is universally preferred or widely deployed.

Distributed denial-of-service (DDoS) attacks also exist which “...use multiple systems to
attack one or more victim systems with the intent of denying service to legitimate users of
the victim systems. The degree of automation in attack tools enables a single attacker to
install their tools and control tens of thousands of compromised systems to use in attacks.
Intruders often search address blocks known to contain high concentrations of vulnerable
systems,” (Householder, Houle, & Dougherty, 2002, p. 2) such as unsecured internal corporate
networks. The adversaries ... simply exploit the huge resource asymmetry between the Internet
and the victim in that a sufficient number of compromised hosts is amassed to send useless
packets toward a victim around the same time. The magnitude of the combined traffic is
significant enough to jam, or even crash, the victim (system resource exhaustion), or its Internet
connection (bandwidth exhaustion), or both, therefore effectively taking the victim off the
Internet” (Chang, 2002, p. 1). DDoS filtering techniques are prone to false positives and
false negatives: a false positive occurs when a legitimate request is denied service due to it
being classified as malicious, a false negative when attacker’s connection is allowed through
and determined benign. Both situations are harmful: economically, false positives increase
opportunity costs, relinquishing profit the denied user would have generated (e.g., in electronic
shopping) for security, false negatives increase the risk of unauthorized system access. High-
profile servers have redundant capacities absorbing elevations in network activity which makes
DoS challenging despite amplification, enabling a single host to multiply network traffic as
much as 50 times (D. J. Bernstein, |2010). Migrating electronic operations to the cloud during
DDoS and thus preserving quality of service was recommended (Latanicki, Massonet, Naqvi,
Rochwerger, & Villari, [2010). The solution offers superior resilience to maintain all elements
of the CIA triad discussed in chapter although infecting virtual instances and launching
DDoS attacks is a threat introduced as a side effect of the cloud. Monitoring and analyzing
anomalies, e.g., high request count to a single IP address should thwart basic DoS when no
additional protections are used. Malicious techniques directed at virtual machines will be the

focus of chapter [2.4.6]

Another set of attacks exploits cryptographic protocols in devices expected to operate unmain-
tained over extended time periods, namely routers and wireless access points. Three encryption
algorithms are routinely deployed on wireless networks to ensure protection of data: Wired
Equivalent Privacy (WEP), Wi-Fi Protected Access (WPA), and Wi-Fi protected Access 11
(WPA?2), depending on the network operator and hardware. From a security standpoint, WEP,
“[t]he original security standard used in wireless networks to encrypt the wireless network traffic,”
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(Wi-Fi Alliance, 2013a)) was shown to contain serious vulnerabilities (Fluhrer, Martin, & Shamir,
2001} Stubblefield, loannidis, & Rubin, 2004) which can reveal the secret encryption key and
intercept any packets sent from and received by the victim in at worst two hours using consumer-
grade hardware. An optimized version can recover the key in 60 seconds. Authors state that
with “[t]he number of packets needed. .. [is] so low that opportunistic attacks on this security
protocol will be most probable. Although it has been known to be insecure and has been broken
by a key-recovery attack for almost [six] years, WEP is still seeing widespread use. .. While
arguably still providing a weak deterrent against casual attackers in the past, the attack. .. greatly
improves the ease with which the security measure can be broken...” (Tews, Weinmann, &
Pyshkin, 2007, p. 15). This makes WEP obsolete and insecure for sensitive corporate data
access and interaction. A new scheme was devised, titled WPA, “[a]n improved security standard
for wireless networks that provides strong data protection and network access control.. .. [It]
addresses all known WEP vulnerabilities” (Wi-Fi Alliance, 2013a). However, (Tews & Beck,
2007, p. 11) assert that ... even WPA with a strong password is not 100% secure and can be
attacked in a real world scenario. Although this attack is not a complete key recovery attack,
we suggest that vendors should implement countermeasures against the attack.” An extension
was made available in 2004 in the form of WPA2, “[t]he follow on security method to WPA for
wireless networks that provides stronger data protection and network access control. It provides
enterprise and consumer Wi-Fi users with a high level of assurance that only authorized users
can access their wireless networks” (Wi-Fi Alliance, [2013a)). Since 2006, all devices certified
by the Wi-Fi Alliance have to support WPA?2 encryption in order to be granted conformation of
compliance.

Even strong encryption protocols become vulnerable when insecure implementations open
novel attack vectors. Wi-Fi Protected Setup (WPS) was devised for ... typical users who possess
little understanding of traditional Wi-Fi configuration and security settings to automatically
configure new wireless networks, add new devices and enable security” (Wi-Fi Alliance, 2013b).
Walker-Morgan (201 1)) adds that “[it] simplifies the process of connecting a device to the Wi-
Fi network by pushing a button to start the authentication, entering a PIN number from the
new client into the access point, or entering an eight digit PIN number (usually printed on
the device) from the access point to configure the connection.” A flaw was found in the PIN
verification mechanism which ... dramatically decreases the maximum possible authentication
attempts needed from 108 (= 100.000.000) to 10* + 10* (= 20.000)....[T]here are at most
10*+ 103 (= 11.000) attempts needed to find the correct PIN,” (Viehbock, 2011, p. 6) making
brute-force attack with 100% success rate trivial in less than four hours with half the time needed
on average. WPS is turned on by default in many devices supporting the technology, some with
no apparent way to switch it off. Still, users are advised to disable WPS as “[a]n attacker within
range of the wireless access point may be able to brute force the WPS PIN and retrieve the
password for the wireless network, change the configuration of the access point, or cause a denial
of service” (Allar, 2011). Neither WPA nor WPA?2 defend against WPS exploitation.

Wireless networks rely on radio communication and electromagnetic radiation; any party
within the signal range can intercept any and all data the access point broadcasts. Passive
reception and analysis on unsecured channels, i.e., those without any encryption protocol set,
presupposes compatible hardware (WNIC) and presence within the area covered by the radio-
frequency signal. Due to no data being modified and sent from the WNIC, the sole means
to detect an eavesdropper is to physically locate them, a challenge if the wireless network
spans wide radius, e.g., university or corporate campuses. The monitoring device can be
inconspicuous: smartphones can perform network traffic analysis identical to notebooks, ensuring
almost complete anonymity. Users should be urged to request electronic resources using HTTPS
protocol with Secure Sockets Layer/Transport Layer Security (SSL/TLS) encryption when on
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unsecured networks, and never perform sensitive operations on HTTP connections. Implemented
properly, HTTPS hampers real-time data analysis. But as Sanders (2010) admits, “[o]ne of
the most prevalent network attacks used against individuals and large organizations alike are
man-in-the-middle (MITM) attacks. Considered an active eavesdropping attack, MITM works
by establishing connections to victim machines and relaying messages between them. In cases
like these, one victim believes it is communicating directly with another victim, when in reality
the communication flows through the host performing the attack. The end result is that the
attacking host can not only intercept sensitive data, but can also inject and manipulate a data
stream to gain further control of its victims.” When full control of the packet flow between
the two parties is obtained, HTTPS can be stripped by tools readily available on the Internet.
Schematic representation of MITM is depicted in Figure

Communication scheme as assumed by both parties

Secure channel
Party 1 |« P| Party2

Real communication scheme with attacker on the channel

Party 1 |« Pl Attacker |« P| Party2

Compromised Compromised
channel channel

Fig. 18: Man-in-the-Middle attack. The perpetrator injects themselves into the communication channel
and passes messages between the two parties, arbitrarily modifying their content. Unless both victims
possess knowledge of networking principles, MITM attack is not trivially detectable.

Source: own work.

Detecting MITM on unencrypted channels is not viable due to lack of reliable mechanisms in-
dicating interference by a third party. In case of encrypted traffic, inspecting the digital certificate
issued by a trusted Certificate Authority may provide user with a forewarning the connection is
being redirected instead of going directly to the server. To automate the process, browser plugins
supporting the functionality are offered. However, “[c]Jomputer users have been unconsciously
trained for years that the absence of warning messages and popups means all operations were
successful and nothing unexpected happened... . In the SSL stripping attack,. . . the browser is
never presented with any illegal SSL certificates since the attacker strips the whole SSL connec-
tion before it reaches the victim. With no warning dialogues, the user has little to no visual cues
that something has gone wrong. In the case of SSL-only websites (websites that operate solely
under the HTTPS protocol) the only visual cue that such an attack generates is the absence of
lock icon somewhere on the browser’s window. ..~ (Nikiforakis, Younan, & Joosen, 2010, p. 5).
This makes MITM attack difficult to recognize without additional tools.
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2.4.5 Social Engineering

Assuming a rational attacker (chapter [2.4.T)) who wishes to maximize their utility, increases in
security lower their payoff function and force them to choose different strategy. The scenario
is similar to a game-theoretic imperfect information model which *...encompasses not only
situations in which a player is imperfectly informed about about the other players’ previous
actions, but also, for example, situations in which during the course of the game, a player forgets
an action that he previously took and situations in which a player is uncertain about whether
another player has acted” (Osborne & Rubinstein, 1994, p. 197). Applying the approach to
security is understandable as “[t]here is a need to predict the actions of both the defenders and
the attackers. Since the interaction process between attackers and defenders is a game process,
game theory can be applied in every possible scenario to predict the actions of the attackers and
then to determine the decision of the defenders” (X. Liang & Xiao, 2013} p. 1). A degree of
subjectivity must be expected due to assumptions about players’ utility for each available option.
As ICT infrastructure is monitored, hardened, and upgraded to meet the latest performance and
security requirements (albeit in a delayed manner, opening windows of opportunity), one element
remains relatively stable and unchanged over time: people.

Even though detractors emphasize that *... [i]nstead of spending time, money and human
resources on trying to teach employees to be secure, companies should focus on securing the
environment and segmenting the network. It’s a much better corporate IT philosophy that
employees should be able to click on any link, open any attachment, without risk of harming
the organization,” (Aitel, 2012)) proponents stress that ... every social engineering attack will
work on someone. Training simply raises the bar; it’s not an impermeable shield.. . . Ultimately,
we believe awareness training is something all smart CSOs will continue to invest in, whether it
is for the entire staff to understand the hostile environment around them or for developers. ..”
(McGraw & Migues, 2012). To subvert the victim, variety of tactics based on emotional stimuli
(fear, distress, interest, joy) can be used to illicit desired response and manipulate the target into
taking arbitrary action. R. J. Anderson (2008, p. 18) claims that “[d]eception, of various kinds, is
now the greatest threats to online security. It can be used to get passwords, or to compromise
confidential information or manipulate financial transactions directly....[One] driver for the
surge of attacks based on social engineering is that people are getting better at technology.
As designers learn how to forestall the easier techie attacks, psychological manipulation of
system users or operators becomes even more attractive. So the security engineer simply must
understand basic psychology and ‘security usability’...”

Social engineering refers to ... various techniques that are utilized to obtain information
in order to bypass security systems, through the exploitation of human vulnerability. .. [T]he
human element is the ‘glitch’ or vulnerable element within security systems. It is the basic
‘good’ human natured characteristics that make people vulnerable to the techniques used by
social engineers, as it activates various psychological vulnerabilities, which could be used to
manipulate the individual to disclose the requested information” (Bezuidenhout, Mouton, &
Venter, 2010, p. 1). Utilizing cognitive biases such as those presented later in chapter[6] social
engineering aims to direct the target toward particular behavior sometimes contradicting their
usual patterns to either help the attacker unwittingly, or act to avoid perceived harm. It comprises
various methods; the two most widely-used are pretexting and phishing.

Pretexting is defined as “...getting private information about an individual under false
pretenses,” (Schwartz, 2006, p. 1) or as .. .the background story, dress, grooming, personality,
and attitude that make up the character you will be for the social engineering audit” (Hadnagy,
2010, p. 77). By accumulating and strategically presenting background information, the attacker
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establishes a sense of legitimacy through impersonation to gather insights from the target. For
example, publicly-available manuals and reference books may provide enough technical details
and jargon to contact an employee who can provide temporary system access with the help of
persuasion. After obtaining the login credentials, malware can be deployed on internal network,
completely bypassing perimeter defenses. A significant risk of pretexting is that “[c]Jompanies
that fail to fully safeguard themselves against the pretexting tactics of others can compromise
confidential data (including that entrusted to them by their customers), expose intellectual
property, and prematurely reveal their plans to the outside world. By allowing themselves to fall
prey to pretexting, these companies can lose the confidence of the market, suffer financial losses,
and open themselves up to legal and regulatory exposure” (Leonard, 2006, p. 2). Pretexting
in legal context (criminal investigations) has been known to take place, although it remains
controversial whether information obtained in such way are ethically justifiable (S. C. Bennett,
2010). Countermeasures include authentication, data non-disclosure policy over the phone and
email, training, assessing employees most likely to fall victim to social engineering attacks, and
human vulnerability assessment as part of penetration testing (chapter[2.4.8). False positives and
false negatives must be expected to occur, though.

Phishing attacks ... typically stem from a malicious email that victims receive effectively
convincing them to visit a fraudulent website at which they are tricked into divulging sensitive
information (e.g., passwords, financial account information, and social security numbers). This
information can then be later used to the victim’s detriment” (Ramzan, 2010, p. 433). One
of the first documented cases of phishing occurred in 1994; it *...involved tricking someone
into trusting you with their personal information. In this case, a person who had just logged
on to cyberspace for the first time would be fooled into giving up their password or credit
card information” (Rekouche, 2011}, p. 1). Primary communication medium for phishing is
email (although instant messaging is also viable) purportedly coming from reputable entities,
e.g., auction portals, banks, electronic mail providers, financial institutions, insurance agencies,
online retailers, payment processors, and social networks. They prompt users to visit a link
included in the email body apparently pointing to a legitimate website. There, the victim is asked
for personally-identifiable information under false pretenses, such as to validate their account,
receive compensation, etc. The data is, however, collected for immediate or later impersonation
on sites whose look and user experience the attack emulated. Another result is malware infection
for unfettered access to the victim’s station. Findings suggest “...phishing is evolving into
a more organized effort. It is part of of a larger crime eco-system, where it is increasingly blended
with malware and used as a gateway for other attacks” (Sheng, Kumaraguru, Acquisti, Cranor,
& Hong, 2009, p. 12). Phishing attempts have become more sophisticated to include formally-
and grammatically-correct text and corporate logos which makes it harder for both automated
systems (filters) and users to discern whether an attack is being attempted.

Mathematical and statistical methods have been employed to counter phishing. For instance,
fraudulent emails were observed to contain predictable words and phrases, and automatically
penalizing incoming messages based on this criterion is a naive phishing classification rule. Ma,
Ofoghi, Watters, and Brown (2009, p. 5) posit that “... content only classification is not sufficient
against the attack. Ortographic features reflect the author’s style and habit so that the features
are also informative as discriminators. Derived features are mined and discovered from emails
which also provide clues for classification.” Apart from content, links are also scanned against
blacklists: when a match is made, the email is discarded because the locator is provably malicious.
As will be mentioned in chapter|6] managing blacklists becomes more complex with increasing
size, rendering the measure only partially effective due to the need for regular updates. Heuristic
methods have been proposed which forgo accuracy for speed and efficiency: Whittaker, Ryner,
and Nazif (2010, p. 12) implemented a scalable machine learning classifier *... which maintains
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a false positive rate below 0.1%.. .. By automatically updating our blacklist with our classifier,
we minimize the amount of time that phishing pages can remain active. .. Even with a perfect
classifier and a robust system, we recognize that our blacklist approach keeps us perpetually
a step behind the phishers. We can only identify a phishing page after it has been published and
visible to Internet users for some time.” This reactive security approach is a serious disadvantage;
even very brief windows of opportunity are enough to generate considerable amount of phishing
emails. Yue Zhang, Hong, and Cranor (2007) devised a system combining eight characteristics,
e.g., age of domain, suspicious Uniform Resource Locators (URLs) and links, number of dots in
the URL, and others into a single score with a detection rate of 90 % and a false positive rate
of 1 %. A real-time URL scanner was proposed, too, achieving accuracy of more than 93 %
on training data sets (J. Zhang & Yonghao Wang, 2012). Phishing detection and classification
remains an active research field.

Despite the tools presented above, it is often up to individuals to decide if the message is
a phishing attempt. Several precautions exist to increase security when dealing with suspicious
emails: inspecting the link closely and entering it as a search term into a search engine, using
a browser plugin supporting blacklist validation as well as training and testing (Kumaraguru
et al., 2007). Nevertheless, Dhamija, Tygar, and Hearst (2006, p. 9) point out that ... even in
the best case scenario, when users expect spoofs to be present and are motivated to discover
them, many users cannot distinguish a legitimate website from a spoofed website.. .. [p]hishers
can falsify a rich and fully functioning site with images, links, logos and images of security
indicators. ..,” further stressing the need to combine end-user education with automated phishing
classification tools.

2.4.6 Virtual Machines

Cloud computing, mentioned in chapter [2.3]is an umbrella term for infrastructure, platform, and
application layers connected to facilitate convenient access to virtualized resources. Instances
of varying configurations are at customer’s disposal as virtual machines (VMs) representing
physical devices in software. VMs do not constitute single points of failure: by consolidating
multiple configurations to run on a single set of hardware, they reduce the attack surface by
decreasing probability of failure for each physical server replaced by its equivalent virtual
substitute. This exposes two previously non-existent vulnerabilities:

e hardware shared among the VMs,
e software managing the VMs.

Exploiting hardware requires physical access but even without malicious attempts, server
components have limited lifespan, as discussed in chapter 2.2.3] If no backup or failover
mechanisms are present and thoroughly tested for correct functionality, they create a weak
point with significant negative consequences ranging from decreased work productivity due
to inaccessible electronic assets to complete infrastructure breakdown. Human factor is not
considered vulnerable but social engineering can be used to manipulate cloud operator into
helping the attacker, a situation mitigated by employee training and authentication procedures
which identifies any party requesting remote assistance.

Targeting the software responsible for creation, management, and termination of VMs is more
plausible as it can cause damage to as many as k machines, where k represents the number of
nodes under a single master called Virtual Machine Monitor (VMM) or hypervisor. Popek and
R. P. Goldberg (1974, p. 2) delimited its properties: “As a piece of software a VMM has three
essential characteristics. First, [it] provides an environment for programs which is essentially
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identical with the original machine; second, programs run in this environment show at worst only
minor decreases in speed; and last, [it] is in complete control of system resources.” Figure[I9|
schematically depicts hypervisor controlling activities of subordinate machines. Attackers focus
on hypervisors because they control each and every system resource. S. T. King et al. (2006,
pp. 1-2) assert that “[c]ontrol of a system is determined by which [software] occupies the lower
layer in the system. Lower layers can control upper layers because lower layers implement the
abstractions upon which upper layers depend,” and present a tool showing “...how attackers
can install a virtual-machine monitor (VMM) underneath an existing operating system and use
that VMM to host arbitrary malicious software.” Such attack renders all security measures in the
operating system useless as the hypervisor can manipulate resources to hide arbitrary activity.
Achieving the same for multiple VMs gives unfettered control over the space the VMM manages.
Hypervisor-based malicious software detection was demonstrated by Z. Wang, Jiang, Cui, and
Ning (2009) who presented a legitimate application for such high-privileged software.

Hypervisor (VMM)

Hardware

Virtual machine

Fig. 19: Hypervisor. Each virtual machine is dependent on the hypervisor which constitutes a single
point of failure for all nodes under its control. Being a software tool, it is prone to bugs, exploits, and
instabilities resulting from improper patch management policy.

Source: Popek and R. P. Goldberg (1974, p. 2), modified.

In a data center, VMs from multiple customers are collocated and run on single physical
hardware. The multi-tenant architecture pits together mutually distrusting parties with potentially
malicious intents toward the rest with a reasonable assumption the hypervisor will be preferen-
tially targeted as “[e]xploiting such an attack vector would give the attacker the ability to obstruct
or access other virtual machines and therefore breach confidentiality, integrity, or availability
of other virtual machines’ code or data” (Szefer, Keller, Lee, & Rexford, 2011, p. 1). Despite
Roscoe, Ephinstone, and Heiser (2007, p. 6) claiming virtualization is “short-term, immediately
applicable, commercially relevant, but cannot be described as disruptive, since it leaves most
things completely unchanged,” it has become a tool of choice in many fields including business,
and hypervisor protection thus an important issue. Ways have been proposed minimizing the
number of VMs the VMM handles down to a single instance (Seshadri, Luk, Qu, & Perrig, 2007)
which is less error-prone with at most one machine affected by hypervisor compromise. Another
approach guarantees integrity for a subset of virtual machine control software tools (Z. Wang &
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Jiang, 2010) while yet other strips non-essential parts ... to remove attack vectors (in effect also
reducing the hypervisor) while still being able to support the hosted cloud computing model”
(Szefer et al., 2011, p. 10). Virtualization security is an active field of research but as pointed
out by Christodorescu, Sailer, Schales, Sgandurra, and Zamboni (2009, p. 1), “[w]hile a large
amount of research has focused on improving the security of virtualized environments,. . . existing
security techniques do not necessarily apply to the cloud because of the mismatch in security
requirements and threat models.”

Users should treat VMs as untrusted components helping them get access to physical resources
such as CPU cycles, storage capacities, and networks. 1. Goldberg, Wagner, Thomas, and Brewer
(1996/ p. 2) assert that “. .. an outsider who has control over the helper application must not be
able to compromise the confidentiality, integrity, or availability of the rest of the system...[W]e
insist on the Principle of Least Privilege: the helper application should be granted the most
restrictive collection of capabilities required to perform its legitimate duties, and no more.
This ensures that the damage a compromised application can cause is limited by the restricted
environment in which it executes.” This principle was discussed in chapter [2.2.1] If the attacker
takes control of some part of the VM, they can disrupt the service only for a single instance
because their permissions should not span manipulation of other VMs. Data center operators
prevent external intrusions but must be also able to detect them in progress internally which
requires tools to remotely monitor the machines in search for patterns associated with malicious
activities. “Intrusion preventers work by monitoring events that enter or occur on the system,
such as incoming network packets. Signature-based preventers match these input events against
a database of known attacks; anomaly-based preventers look for input events that differ from
the norm” (P. M. Chen & Noble, 2001, p. 3). Virtual Machine Introspection (VMI), penetration
testing, and forensic analysis are utilized to pinpoint vulnerabilities but “[a]ll these tasks require
prior knowledge of the [exact] guest OS version. .. Although the cloud users may provide the
information about the OS version, such information may not be reliable and may become out
dated after the guest OS is patched or updated on the regular basis” (Gu, Fu, Prakash, Lin, & Yin,
2012, p. 1). Precise and usable fingerprinting techniques are needed for virtualization security.

Two notable attacks have been presented leveraging vulnerabilities in the cloud environment.
The first presupposes co-location on the same physical server as the victim. By exploiting the
hypervisor or a side channel, various data (estimates of traffic rates, keystrokes) are collected in
real-time. Ristenpart, Tromer, Shacham, and Savage (2009, p. 14) argue that *. .. fundamental
risks arise from sharing physical infrastructure between mutually distrustful users, even when
their actions are isolated through machine virtualization as within a third-party cloud compute
service.” They recommend allowing customers to select locations for their VMs to blind
side-channel attacks, and obfuscating VM placement policy. The second attack also requires
neighboring instances and extends the previous one by exploiting “. .. side-channel attacks with
fidelity sufficient to exfiltrate a cryptographic key from a victim VM. ..” (Yingian Zhang, Juels,
Reiter, & Ristenpart, [2012, p. 11). Using the technique, data about a key for electronic mail
encryption was used to reconstruct it in whole, rendering the security measure ineffective.

24.7 Web

Internet infrastructure has grown rapidly along with the complexity of the tools designed to
maintain and manage it. Simultaneous resource centralization and decentralization lead to
data aggregated into large collections geographically distributed for redundancy, backup, error
correction, and fast recovery in case of disruptions. To enforce consistency in presentation, ma-
nipulation, and management, a standard was needed which would make managing the collections
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(databases) efficient. Historically first database management system (DBMS) was presented by
Chamberlin and Boyce (1974, p. 2): ... Structured English Query Language (SEQUEL)...1is
consistent with the trend to declarative problem specification. It attempts to identify the basic
functions that are required by data base users and to develop a simple and consistent set of rules
for applying these functions to data. These rules are intended to simplify programming for the
professional and to make data base interaction available to a new class of users.. .. Examples of
such users are accountants, engineers, architects, and urban planners.” SEQUEL was based on
work of Codd (1970, p. 2) who had devised a relational model and had argued that “[i]t provides
a means of describing data with its natural structure only — that is, without superimposing any
additional structure for machine representation poses. Accordingly, it provides a basis for a high
level data language which yield maximal interdependence between programs on the one hand
and machine representation and organization of data on the other. A further advantage of the
relational view is that it forms a sound basis for treating derivability, redundancy, and consistency
of relations...” Due to licensing issues, SEQUEL was later renamed to SQL. Multiple com-
mercial implementations had been marketed before standardization by the National Institute of
Standards and Technology (NIST) and the International Organization for Standardization (ISO).
This introduced incompatibilities which limit database portability among different products,
leading to vendor lock-in (mentioned in chapter [2.2.3).

SQL has become widely deployed as a back-end solution for web applications, accompanied
by additional software tools. A popular open-source web platform consists of Linux operating
system, Apache HTTP Server, MySQL database manager, and PHP, Perl, or Python programming
languages, and is shortened as LAMP (D. Dougherty, |2001). The programs work in conjunction
to deliver resources to entities who remotely requested them; each, however, forms a complex
system with exploitable attack vectors. By combining and making them interdependent with
bi-directional interactions, the threat surface is expanded considerably. Vulnerabilities in web
server applications can be highly destructive, and must be given priority in policies to ensure
patches are deployed with minimum delay. Malicious techniques exist targeting fundamental
configuration omissions in many SQL-supported web servers which are trivial to automate,
extending their reach and potency.

The most well-known is SQL injection, defined as “...an attack in which malicious code is
inserted into strings that are later passed to an instance of SQL Server for parsing and execution.
Any procedure that constructs SQL statements should be reviewed for injection vulnerabilities
because SQL Server will execute all syntactically valid queries that it receives. .. The primary
form of SQL injection consists of direct insertion of code into user-input variables that are
concatenated with SQL commands and executed” (Microsoft, 2013)). It was first described as
a means of “...piggy-backing SQL commands onto a command that will work... . If the normal
page can get to the SQL server through a firewall, VPN, etc][.], then so can this command. It
can, and will, go whenever the normal page/SQL can go....[T]here’s a stored procedure in
SQL that lets you email results of a command to anywhere...” (Puppy, 1998). The author also
suggested a remedy to harden the database infrastructure and render SQL injection ineffective.
This form of vulnerability reporting is called full disclosure and contrary to non-disclosure,
the proponents argue that “[pJublic scrutiny is the only reliable way to improve security, while
secrecy makes us only less secure.. .. Secrecy prevents people from accurately assessing their
own risk. Secrecy precludes public debate about security, and inhibits security education that
leads to improvements. Secrecy doesn’t improve security; it stifles it” (Schneier, 2007).

The attack is consistently mentioned as a major threat to web applications and classified as
having easy exploitability, common prevalence, average detectability, but severe impact which
“...can result in data loss or corruption, lack of accountability, or denial of access. Injection can
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