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ROZSIRENY ABSTRAKT V CESKEM JAZYCE

Diplomova prace s nazvem ,Navrh implementace pékmh metod ekonomickych analyz
pro predikci #novych kurz ve firmé Intense capital s.r.0.” se zabyva moznostmi vyuzit
vybranych modernichifstupi ve statistice, ekonometrii a finéwi kybernetice pro predik-

ci cenového vyvoje na fingnim trhu forex pro malou firmu obchodujici na tortrtau.

Teoretickacast je rozdlena do tti kapitol. V prvni sekci je popsan vznik a vyvdjrzva-
ného forex az do podoby, v jaké ho zname dnes. 8#lade popisujidastnici nénového
trhu a jejich ulohy a zajmy, ale i vliv na ostat@astniky trhu a kurz gmy. Kratce jsou
charakterizovany hlavni instrumenty, se kterymnadrhu obchoduje. Dostupné jsou v této
které nény se na finagnich trzich obchoduji n&sgji. Nasleduje charakteristika jednot-
livych ménovych jednotek. V z&wu se popisuji obecné rizika, které plynou z pdgista

obchodovani na forexu.

V druhécasti teorie jsou uvedeny vybran&gpupy a metody k predikci énového vyvoje
z pohledu ekonomie, statistiky a ekonometrie. Foretgalni a makroekonomicka analyza
pomahaji pedpowdét vyvoj na zaklad ekonomickych dat, finamich zprav a prognoz,
avSak pro spravné #asovani investice nejsou vhodné. Zde je vi@dmpouzit nastroje
technické analyzy, popsany jsou MA a RSI. Nechybinka o podstatném vlivu psycholo-
gie na aktualni vyvoj a&thi na trhu, které dokaze ovlivnit konkrétniho jexddirale i velké
skupiny &astniki. Klasické ekonomické teorie jako parita kupni slyiné jsou pouze
uvedeny s odkazem na dalSi literaturu, ktera powrobzebira, pro jsou nedinné. Pak
nasledujetast, ve které se uv§d zakladni statistickéifstupy k analyz€asovych dat, tj.
regresni a koretmi analyza, ze kterych vychazeli mnohé modernhekeetrické teorie a
metody. Klasickou ekonometrickou metodou je expeai@ni vyrovnavani a tzv. ARIMA,
autoregresni integrovany klouzavyapwr, nckdy nazyvany Box-Jenkinsova metoda. No-

véjSim pristupem je GARCH, vSeobecna autoregresni po&gmaiheteroskedasticita.

Treti cast teorie se zabyva neuronovymésii jako moderniho iistupu pro predikci a kla-

sifikaci libovolnych dat. Tato hlavni slozka sasgné unilé inteligence ma Siroké praktické
vyuziti, ekonomické aplikace jsou uvedeny hned odinv V diplomové praci jsou dos-
tupné jenom nutné teoretické zaklady pro pochopeoies, na jakych neuronové &it

pracuji. Popsan je model neuronu a model vicevrsigefungujici na principu zfiné

Sitené chyby (back propagation)alBzity je fakt, Ze neuronové &ipracuji jakocerna



skiinka a @i se z dat bez ohledu na to, jaka jsou. Pak séengupistupy pouzivaji na
modelovani budoucich hodnot pro predikci pomociusiite na vstupu a ziskarfimérené
odezvy na vystupu. V zé&xu teorie jsou uvedeny dop@ené postupy pro pouzivani neu-

ronovych siti pro predikci.

Analyticka areSicicast se rovée &kli na i podkapitoly. V prvi podkapitole je charakter-
istika firmy Intense capital s.r.o. na zaldadypisu z obchodniho rejéku. Popisuji zde
rovnéZz obchodni platformu SaxoTrader, kterou jsem sjzkeusSel jako demodét. Dale
jsem uvedl fakty o zjsobu obchodovani firmy Intense capital na forexarékjsem ziskal

rozhovorem s obchodnikem o jeho postoji k predskabchodovani.

V druhé kapitole praktickéasti, ktera je bohata na grafy, tabulky a postugce s dos-
tupnym softwarem, jsou zpracovany simulagenych modal a metod pro predikci &
novych kura. Ctyii z nich se ¥nuji statistice a ekonometrii (regresni analyzgomen-
cialni vyrovnavani, ARIMA a GARCH), dalsityii se specializuji na neuronové &sit

S pouzitim specializovanych program

Ve ftieti projektovécasti diplomoveé prace je navrh implementace ziskarpaznatk do
praxe. To znamena4, jak by se dali konk¢étguzit jednotlivé metody, jejich dosazené vy-

sledky a ktery software by byl vhodny k dalSimu Zgu

Kli¢ova slova: predikce, prognézovanigma, kurz nény, finareni trhy, pokrgilé metody

ekonomickych analyz, ARIMA, GARCH, neuronovési¥atlab, forex

ABSTRACT IN ENGLISH

The master thesis deals with advanced predictiotihads appropriate for exchange rate
forecasting on the forex market from the areadaifssics, econometrics and mainly neural
networks methods. Several software packages arefassimulation and back testing of
results. The aim is to make a project on implententaof these methods for a small firm

trading on the forex market.

Keywords: prediction, forecasting, currency, exg®rate, financial markets, advanced

methods of economic analyses, ARIMA, GARCH, neunsdlvorks, Matlab, forex
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INTRODUCTION

Contemporary financial markets are dynamic and emigis like never before. Classical
economic theories seem not to be working well dng the risks of big losses on the fi-
nancial markets are immense for all subjects -viddals, governments, and companies.
Every reasonable corporation tries to use up-totdelyniques and find out how to be suc-

cessful and win out over competition.

Fortunately, | had the opportunity last year torh&@mething interesting about artificial
neural networks at our faculty. The course on Krigféernoon was not attended by many
students, but sometimes it is worth doing thingsti@ry to the majority. | was sincerely
overwhelmed by the potential of neural networkpriediction of financial markets. | asked
myself: if there is such new and modern technoledy it is not used in praxis? These are
the reasons why | decided to write my master thasimly about neural networks and their

application on the forex market.

Before starting to write these lines | had alrekdgwn that although neural networks are
the domain of artificial intelligence, currentlyeghare not perfect and ideal. It matters how
they are used. So first aim is to learn somethimgua prediction practically, what can be
successfully improved and used sometimes in therdutit is never too late to begin to

study new bases of an interesting technology.

The second aim is to successfully present my whdktly before leaving school. Accord-
ing to my personal opinion it is better to be dligtoriginal and differ from others. The
third aim is to help the company that gives me dpportunity to write master thesis on

their benefit.

However, the thesis keeps in touch with the econ@nd financial mission of the Faculty
of Management and Economics in Zlin, because ttientdogy of neural network is ap-
plied on forex and also because by presentingthi@me anybody can enrich traditional
views on market predictability and maybe some dagents will be able to successfully

trade using artificial intelligence and other updiate prediction techniques and software.
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1 FOREIGN EXCHANGE MARKET

Foreign exchange market (forex or FX) generatesnapetitive economic environment for
currency exchange rates. This kind of dynamic forelnglobal market constantly changes
from an imaginary stable equilibrium to system afgity, and vice versa. When we look
at any figure showing a currency pair over a peabtime, we see a restless line going up
and down quasi-randomly. The line will never stoprmve constantly or linearly, so it is
difficult to say which way the line will go in thegext period. Trying to guess the next move
without any information or empirical tools will acamly result in fifty percent probability
of failure (or more). It is like throwing a coin guessing a winning colour of roulette. The
essential approach to studying the exchange raterayis to look very properly at foreign
exchange market. Therefore | decided to dedicate abrapter to characterise the global

environment in which the exchange rate quotatiqgpbas.

1.1 History

It is obvious that the history of foreign exchamgarket is connected with the history of
money. Money is a commodity like any other but wete more special privilege — it is
generally accepted equivalent of goods. Histoaeal local monetary systems continuously
shifted from a barter system throughout coins aaqkep currency to what we know today —
credit money. | would like to mention some factsathdevelopment of monetary system in
the 19" and 28" century.

1.1.1 The Bimetallic Standard

Bimetallism or bimetallic standard is a monetagnstard where the monetary unit consists
of either a certain amount of a metal or a ceranount of another, with the state monetary
authority being ready at all times to coin eithestah at the legal price. For example, in the
United States for the greater part of the 19thwgnthe dollar was defined as consisting
either of 22.5 grains of gold or 371 grains of ailya grain is 0.065 grams). The legal ratio
of gold to silver was 1:16.48. This monetary sysiewery unstable. Due to the fluctuation
of the commercial value of the metals, the metdhwwi commercial value higher than the
legal value tends to be used as metal and is vairdifrom circulation as money. When-
ever the market price of silver in terms of goldsigficiently far from the legal ratio, the

economy switches to a monometallic standard, usiegrelatively cheapest metal as
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money. In the 19th century like today, both metaése actively traded on the so-called
bullion markets, where their price changed every ddith the dollar defined in terms of
gold or silver, it doesn't make sense to talk ofoHar price of gold, because this price is
legally fixed. Instead of it, the ratio of the griof silver to that of gold is important. This
ratio has been very stable for the greater path®fl9th century (see Fig. 1.). Then, sud-
denly, in the 1870's that ratio goes up and ud umgaches 40. The reason is, the bimetal-
lic franc Germinal and all the European currentied revolved around it did stabilize the
market ratio around the legal ratio fixed at 15 ToWith one country after the other leav-
ing silver for a full gold standard between 1871 4900, the demand for gold increased

strongly, while tons of silver were freed. [40, 21]

40

15 1879

a0 | 1673

25

20 1

Price ratio

Legal ratio

in France 15.5

1B0Q 1BIQ 182G [53C 1840 18950 iBeD  IB70 1880 1890 1900 1510

Fig. 1. Ratio of price of gold to price of silvamnually, 1800-1914 [21]

1.1.2 The Latin Monetary Union

In 1865 Italy, France, Switzerland, Belgium and é&eecreated The Latin Monetary Union.
The gold and silver coins of these countries hawlesaeight, diameter and precious metal
content and could freely circulate within the otls¢ésite members just like it is with the
Euro from January 1, 2002. After a while many otheuntries (together 55 countries)
started minting their coins following the abovenstards, although not all of them formally

joined the Union: Spain, Austria, Bulgaria, Vendau&erbia, and the Papal State.

This bimetallism system created a fixed exchanggakso with countries whose monetary
unit was based on different standards but neveskdbound to gold (gold standard). The
exchange rate between different currencies correlgabto the exchange rate of their gold
standards. [18, 34]
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1.1.3 The Gold Standard

Between 1871 and 1900 every major country excepheCleft their silver or bimetallic
standard for a full gold standard. The reasonftsy he Franco-German war of 1871, the
victorious Germans asked for a very heavy "war nmai¢y" to be paid in gold by France.
They used this gold to finance a new gold stané@ardheir country. The effect was to in-
crease the demand for gold and to unload tonsledérson the neighbouring countries.
These countries decided to follow Germany, in f&asilver inflation. That was, at least,

the reason invoked to institute a gold standard.

The gold standard system came to an end with \Widd I. Hence, foreign exchange, as

we know it today, really started after this peri@lrrencies were convertible into either

gold or silver, but the main currencies for tradmgposes were the British pound and, to a
lesser extent, the American dollar. The amountewelatively small by today’'s standards,

and the trading centres tended to exist in isala{i®l, 29, 34]

1.1.4 The Bretton Woods System

Convertibility ended with the Great Depression. Thajor powers left the gold standard
and fostered protectionism. As the political climatketeriorated and the world headed for
war, the foreign exchange markets all but ceasexxitd. In 1944, the post-war system of
international monetary exchange was establisheBretton Woods in New Hampshire,
USA. The intent was to create a gold-based valuth@fAmerican dollar and link other
major currencies to the dollar. This system alloi@dsmall fluctuation in a 1% band.
International institutions such as the IMF, the WdBank and GATT were created in the
same period. The US dollar was fixed at 35 $ percewf gold and fixed the other main

currencies to the dollar - and was intended todsenpnent. [27, 29]

1.1.5 Floating and Fixed Exchange Rates

The Bretton Woods system came under increasingymess national economies moved
in different directions during the sixties. A numleé realignments kept the system alive
for a long time, but eventually Bretton Woods cpdlad in the early seventies following
President Nixon's suspension of the gold convdittibn August 1971. The dollar was no
longer suitable as the sole international curreatcg time when it was under severe pres-

sure from increasing US budget and trade defi@®@.
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Nowadays, there are two ways the price of a cuyrean be determined against another. A
fixed, or pegged, rate is a rate the governmentéatral bank) sets and maintains as the
official exchange rate. A set price is determingdiast a major world currency (usually
the U.S. dollar, but also other major currencieshsas the euro, the yen, or a basket of
currencies). Unlike the fixed rate, a floating exabe rate is determined by the private
market through supply and demand. A floating ratefien termed "self-correcting”, as any
differences in supply and demand will automatichkycorrected in the market. In reality,
no currency is wholly fixed or floating. In a fixedgime, market pressures can also influ-
ence changes in the exchange rate. A central badhkften then be forced to revalue or
devalue the official rate so that the rate is me lwith the unofficial one, thereby halting the
activity of the black market. In a floating regintee central bank may also intervene when
it is necessary to ensure stability and to avoftition; however, it is less often that the

central bank of a floating regime will interferé?2]

1.2 Major Participants

Banks (trading banks) deal with each other in the irdekbmarket, where they are obliged
to make a two-way price, i.e. to quote a bid andféer (a buy and a sell price). This cate-
gory is perhaps the largest and includes internatjccommercial and trade banks. These
banks rely on the knowledge of the market and tlgpertise in assessing trends in order
to take advantage of them for speculative gain.eOttommercial banks have large

amounts of foreign exchange business to transaoebalf of their clients. [30]

Corporations are, in the final analysis, the real end userhefforeign exchange market.
With the exception only of the central banks tHedrdiquidity by means of their interven-
tion, it is the corporate player by and large wffeds supply and demand. When the other
major players enter the market to buy and selletwgies, they do so not because they have

a need, but in the hope of a quick and profitabtarn.

Central banks are the traditional moderators of excess. The Bdrkngland, the Euro-
pean Central Bank, the Swiss National Bank, thekBdnlapan, the Federal Reserve Bank
and other central banks will enter the market toemt what are felt to be unnecessarily
large movements, often in conjunction with one hantBy their actions, however, they
can sometimes create the excesses they are saligifiging to prevent. Monetary authori-

ties occasionally intervene in the foreign exchanggket to counter disorderly market
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conditions. The second group of banks can besteleritbed as aggressive managers of
their reserves. Some of the Middle Eastern andERatern central banks fall into this cate-
gory. They are major speculative risk takers amir thctivities often disturb market equi-
librium. [5]

Investment management firmsusually manage the large accounts on behalf ofltaets
like pension funds and endowments. They use tle@diorexchange market to facilitate the
trading transactions in terms of foreign securitiésr example, an investment manager
with an international portfolio for equity will ndego purchase and then sell foreign curren-
cies in the spot market so as to pay for the pwehaf the foreign equities and since the
forex deals comes secondary to the actual decfsioimvestments, they are not seen as a

speculative scheme with the aim for maximizing phafit. [9]

Hedge funds such as George Soros's Quantum fund, have gaingplutation for aggres-
sive currency speculation since 1990. They coriiibns of dollars of equity and may
borrow billions more, and thus may overwhelm ingron by central banks to support

almost any currency, if the economic fundamentaddsrathe hedge funds' favour.

In theretalil forex industry market makers often have two separate tradingsdesie that
actually trades foreign exchange (which determthedirm's own net position in the mar-
ket, serving as both a proprietary trading deskanteans of offsetting client trades on the
interbank market) and one used for off-exchangginigawith retail customers (called the

"dealing desk" or "trading desk"). [10]

1.3 Roles Played

Market makers are those market participants that both buy altic¢dgeencies. As market

makers, dealers (or traders) generally, accoraingdrket practice, quote a two-way price
to another market maker, but not to most corpanatié-or market makers, reciprocity is
standard practice. They constantly make pricesmeamother. Market makers are primarily
major banks, for example, Barclays, Midland, JPMor@hase, Morgan Stanley, Deutsche

Bank, Union Bank of Switzerland and Citibank.

Price takers are those market participants who seek to eitbgrdp sell currencies. They
are usually corporations and fund managers (inv@stbor price takers, there is no recip-

rocity inasmuch as they won’t quote prices bactheother market participants.
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The major participants in the market play a numiferoles depending on their need for

foreign exchange and the purpose of their actwitie
International banksre market makers and deal with other marketqiaaints.

Regional bankgleal with market makers to meet their own foreggehange needs and

those of their clients.

Central banksare in the market to handle foreign exchange &eens for their govern-
ments, for certain state-owned entities and foeotentral banks. They also pay or receive

currencies not usually held in reserves and ssabifiarkets through intervention.
Investment banksan be market makers and deal with other markéitjpaemts.

Corporationsare generally price takers and usually enter enforeign exchange transac-
tion for a specific purpose, such as to conveddrar capital flows or to hedge a currency

position.

Brokersare the intermediaries or middlemen in the marketi as such do not take posi-
tions on their own behalf. They act as a mecharimmmatching deals between market
makers. Brokers provide market makers with a bid/@noffer quote left with them by

other market makers. Brokers are bound by confiditytnot to reveal the name of one

client to another until after the deal is done.

Investorsare usually managers of large investment fundsaa@dh major force in moving

exchange rates. They may engage in the markeefigihg, investment and/or speculation.

Regulatory authoritieswhile not actually participants in the market,pet the market

from time to time. Regulatory authorities includevgrnment and international bodies.
Most of the market is self-regulated, with guideBnof conduct being established by
groups such as the Bank for International Settlésnétihhe BIS) and the International
Monetary Fund (IMF). National governments can andirdpose controls on foreign ex-

change by legislation or market intervention thitotige central banks.

Speculatorseek excess profits as a reward for their acwit29, 30]
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1.4 Foreign Exchange Products

1.4.1 Spot

Currency spot trading is the most popular foreigmency instrument around the world. A
spot deal consists of a bilateral contract wherelparty delivers a specified amount of a
given currency against receipt of a specified amhofianother currency from counterparty,
based on an agreed exchange rate. A spot transastichere delivery of the currencies is

two business days from the trade date (except #madian dollar, which is one day).

The name "spot" does not mean that the currencyagxye occurs the same business day
the deal is executed. Currency transactions tlatine same-day delivery are called cash
transactions. The two-day spot delivery for curresavas developed long before techno-
logical breakthroughs in information processingisTiime period was necessary to check

out all transactions' details among counterparties.

The spot market is characterized by high liquiditg high volatility. Volatility is the de-
gree to which the price of currency tends to flaceuwithin a certain period of time. [9, 30,
38]

1.4.2 Forward

This is a transaction involving the exchange of tuorencies at a rate agreed on the date
of the contract for value or delivery at some timehe future (more than two business

days).

1.4.3 Futures

This is a forward contract for standardized curyemmounts and for standard value dates.
Buyers and sellers of futures are required to puisal margin or security deposits for each

contract and have to pay brokerage commissions.

1.4.4 Swap

Swap is a transaction which involves the actualharge of two currencies (principle

amount only) on a specific date, at a rate agréedeatime of conclusion of the contract
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(the short leg) and a reverse exchange of the saameurrencies at a date further in the

future, at a rate agreed at the time of the confthe long leg).

Currency swap is a contract that commits two caupagties to exchange streams of inter-
est payments in different currencies for an agpestbd of time, and to exchange principle

amounts in different currencies at a pre-agreetiaxge rate at maturity.

1.4.5 Options

An option is a contract between the buyer (holdéthe option and the seller (or writer) of

the option. This contract describes the righthefdption holder and the obligations of the
option writer. A currency option is a contract, aiigives the owner the right, but not the
obligation, to buy or sell a currency with anotlearrency at a specific rate during a spe-

cific period.

1.4.6 Exchange Traded Fund

This instrument provides traders and investorofiortunity to participate in markets that
were previously unavailable. The Euro Currency T(ggmbol FXE) was the first forex-
based ETF. Each share of FXE represents 100 Epltgsaccrued interest (the Euros are
on deposit, and as such earn interest). That meaeis share will have a value of 100 x
EUR/USD (the quoted rate of US Dollars per Eurdy, [30, 37]

1.5 Key Currencies

According to Triennial Central Bank Survey madeBank of International Settlements in

December 2007 [4], there are five main currencigsad in the foreign exchange market:

The United States dollaris the world's main currency. All currencies aeagrally quoted

in U.S. dollar terms. The U.S. dollar became tlaglileg currency toward the end of the

Second World War and was at the centre of the @rétYoods Accord, as the other cur-

rencies were virtually pegged against it. The idtiction of the euro in 1999 reduced the

dollar's importance only marginally. The major emcies traded against the U.S. dollar are

the euro, Japanese yen, British pound, and Svass.fr

The eurowas designed to become the premier currency dingeby simply being quoted

in American terms. Like the U.S. dollar, the euss la strong international presence stem-
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ming from members of the European Monetary Unidme Turrency remains plagued by

unequal growth, high unemployment, and governmgsistance to structural changes.

The Japanese yers the third most traded currency in the worldhds a much smaller
international presence than the U.S. dollar orethe. The yen is very liquid around the
world, practically around the clock. The naturahded to trade the yen concentrated
mostly among the Japanese keiretsu, the econordifireancial conglomerates. The yen is
much more sensitive to the fortunes of the Nikkeliex, the Japanese stock market, and the

real estate market.

Until the end of World War llthe British pound was the currency of reference. Its nick-
name, cable, is derived from the telex machineclwhvas used to trade it in its heyday.

The currency is heavily traded against the eurothed).S. dollar.

The Swiss francis the only currency of a major European courttat belongs neither to

the European Monetary Union nor to the G-7 coustrdthough the Swiss economy is
relatively small, the Swiss franc is one of therfmajor currencies, closely resembling the
strength and quality of the Swiss economy and firaiswitzerland has a very close eco-

nomic relationship with Germany, and thus to theeawone. [9, 38]

From BIS survey on foreign exchange market restidtgstics in Table 1:

Tab. 1. Currency distribution of reported foreigcchange market
turnover, percentage shares of average daily tuenawv April [4]

2001 2004 2007

US dollar 90.3 88.7 86.3

Euro 37.6 36.9 37.0

Yen 22.7 20.2 16.5

Pound sterling 13.2 16.9 15.0
Swiss franc 6.1 6.0 6.8
Australian dollar 4.2 59 6.7
Canadian dollar 4.5 4.2 4.2
Swedish krona 2.6 2.3 2.8
Hong Kong dollar 2.3 1.9 2.8
Norwegian krone 15 1.4 2.2
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Because two currencies are involved in each traiosathe sum of the percentage shares
of individual currencies totals 200% instead of 200 omitted twelve less important cur-

rencies from the bottom of the original table. [4]

1.6 Risks by the Trading on Forex

Exchange rate riskis the effect of the continuous shift in the weride market supply
and demand balance on an outstanding foreign egehpaosition. For the period it is out-
standing, the position will be subject to all thiéce changes. The most popular measures
to cut losses short and ride profitable positidreg tosses should be kept within manage-
able limits are the position limit and the lossitinBy the position limitation a maximum
amount of a certain currency a trader is allowedatoy at any single time during the regu-
lar trading hours is to be established. The losd lis a measure designed to avoid unsus-

tainable losses made by traders by means of sggpldoels setting.

Interest rate risk is pertinent to currency swaps, forward out righitures, and options. It

refers to the profit and loss generated by botHltlwtuations in the forward spreads and by
forward amount mismatches and maturity gaps am@mgactions in the foreign exchange
book. An amount mismatch is the difference betwdenspot and the forward amounts.
For an active forward desk the complete eliminatbbmnaturity gaps is virtually impossi-

ble. However, this may not be a serious problerthéf amounts involved in these mis-
matches are small. To minimize interest rate ms&nagement sets limits on the total size

of mismatches.

Credit risk refers to the possibility that an outstanding ency position may not be repaid
as agreed, due to a voluntary or involuntary adtigra counter party. In these cases, trad-

ing occurs on regulated exchanges, such as thenglbause of Chicago.

Country risk refers to the government's interference in theifpr exchange markets and
falls under the joint responsibility of the treamuand the credit department. Outside the
major economies, controls on foreign exchange itietsvare still present and actively im-
plemented. [9, 38]
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2 ECONOMIC, STATISTICALAND ECONOMETRIC
APPROACHES TO EXCHANGE RATES PREDICTION

This theoretical part deals with common methodsl Usetraders to predict exchange rates

on the forex market.

2.1 Fundamental and Macroeconomic Analysis

In an efficient market, all unexploited profit oppumities will be eliminated. Many finan-
cial economists take the efficient market hypothasie step further in their analysis of
financial markets. Not only do they define effidienarkets as those in which expectations
are rational—that is, equal to optimal forecastsigigll available information—but they
also add the condition that an efficient markedng in which prices reflect the true fun-

damental (intrinsic) value of the assets. [22]

The first factor to note about foreign exchangegsiis that they are relative and not abso-
lute. They represent in the broadest sense a cisopasf economies and all that this en-
tails — for example, unemployment, inflation, wamaformance, and budget balance. The
extent to which one country performs better thaottzer will be reflected in the relative
value of its currency against the others. Foreegdtow a currency will move is still an art
rather than a science. The fundamental approaies @h the analysis and understanding of
several factors. The fundamentalist will go throwagh analysis of the country’s overall
economic performance, i.e. domestic economy, dsatetl by the gross domestic product.
As statistics on the GDP are released on a quattedis, monthly data of key economic
indicators like industrial production, personalante, industrial output, retail sales, and so

on, will be closely monitored for clues to the eabe rate. [30]

2.2 Technical Analysis

Technical analysis is used for the prediction ofkeamovements outgoing from the in-
formation obtained from the past. The main instmisef technical analysis are different
kinds of charts, which represent currencies priteange during a certain time preceding
exchange deals, as well as technical indicators. [@tier are obtained as a result of the

mathematical processing of averaging and otherackeristics of price movements. The
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instruments of technical analysis are universal @pylicable to any forex sector, any cur-

rency and any time span. [38]

2.2.1 Moving Average

Moving averages are one of the oldest and mostlapfechnical analysis tools. A moving

average is the average price at a given time. mpE" moving average is calculated by
adding the prices for the most recent "n" time gusiand then dividing by "n". The classic
interpretation of a moving average is to use ibliserve changes in prices. Investors typi-
cally buy when a price rises above its moving ayerand sell when the price falls below

its moving average. [1]

2.2.2 RSI

The Relative Strength Index (RSI) is a technicahmantum indicator that compares the
magnitude of recent gains to recent losses intamat to determine overbought and over-

sold conditions of an asset. It is calculated usimegfollowing formula:

RSI = 100 20 a
1+RS
Rg = Average Gain p
Average Loss
Average Gain =Previous Average ijln) X 13 + current Gain -
First Average Gain _Total of Gains during past 14 periods
14

Average Loss ~PreviousAverage ijS) X 13 + current Loss “
First Average Loss otal of Losses ii””g past 14 periods

Note: Losses are reported as positive values. [32]

The RSI ranges from 0 to 100. An asset is deemdaktoverbought once the RSI ap-

proaches the 70 level, meaning that it may bergettvervalued and is a good candidate
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for a pullback. Likewise, if the RSI approaches i@ an indication that the asset may be

getting oversold and therefore likely to becomeamadiued. [12]

2.3 The Psychology of the Foreign Exchange Market

Traditional economic models assume that all mapeeticipants are fully rational. This
means that participants process information uslegltest known statistical techniques,
that they fully understand the structure of thekagrand that their decisions are optimally
suited to achieving their personal goals. Ratidy&di especially important in the context of
how market participants form expectations, whermglies that their forecasts should not
consistently be biased in any direction, that fasters should learn from their mistakes,
and that forecasts should not be amenable to inepnent using readily available informa-
tion. Are market participants rational? In receeangs economists have begun to look be-
yond optimal human behaviour to focus on actual &ipehaviour in financial markets.
Market participants’ forecasts violate three caticimensions of economic rationality:
they are biased, they do not incorporate lessmm frast mistakes, and they can be im-

proved using readily available information. [24]

The role of the media is to report news and opinmot to make predictions and forecasts.
If the media perform their task well, then they @dobe reflecting the opinions and views
of their readers, or constituents. The more widesprand intense the views and opinions,
the more prominently they should be featured. Tiiielea may explain why prices have
raised so much and in a roundabout way will refleetconventional wisdom, thereby giv-
ing the general public some powerful reasons tbeyshould buy. To the contrarian, the
appearance of such stories is not a signal to kailer, it is a sign that is time to think

about selling. [26]

2.4 Classic Economic Theories about Prediction of Exchmge Rates
Main economic theories and methods to predictioexachange rates are:

* Purchasing Power Parity

* International Fisher effect

* Interest rate parity
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« Balance of payments
* Random walk
e Economic Bubble

The task of this thesis is not to prove if thessoties successfully work. According to the
author of publication “Foreign Exchange risks ahdirt effective management in a firm”
[17], the above mentioned theories absolutely campmedict future prices of exchange

rates. The statistical and empirical evidence avipled in the book.
2.5 Mathematical and Statistical Methods

2.5.1 Regression Analysis

Regression analysis is concerned with the studiietiependence of one variable, the de-
pendent variable, on one or more other variablesgekplanatory variables, with a view to
estimating and/or predicting the (population) meaaverage value of the former in terms

of the known or fixed (in repeated sampling) valoktthe latter. [10]

The most elementary type of regression model isitmgle linear regression model, which

can be expressed by the following equation:
Ye = B1 + BoXe+ U )

The subscript "t" is used to index the observatioing sample. The total number of obser-
vations, also called the sample size, will be deddty "n". Thus, for a sample of size "n",
the subscript "t" runs from 1 to "n". Each obseiatcomprises an observation on a de-
pendent variable, written asfgr observation "t", and an observation on a siryplana-
tory variable, or independent variable, writternXasThere are two unknown parameté¥s,

andp,, and an unobserved error terpmuthis model. [5]

The method of least squares assumes that theibestye of a given type is the curve that
has the minimal sum of the deviations squared t(@sare error) from a given set of data.

According to the method of least squares, thefiiag curve has the property that [19]:

i[yi- f(x,)] - min (6)
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2.5.2 Correlation Analysis

Correlation analysis is a statistical technique thaluates the relationship between two
variables; i.e., how closely they match each othéerms of their individual mathematical
change. The question addressed is: if one var{@)lenoves or changes in a certain direc-
tion does the second variable (Y) also move or gban a similar or complementary direc-
tion? The amount of correlation between two vadabt found by comparing the sum of
the products of the deviations of the two distridwg with a measure that combines the
sum of squared deviations of the X distribution &m&l Y distribution. The result is a ratio
that is a statistical measure called the correfatioefficient and is (by convention) repre-

sented by the lower case letter "r" [15]:
Z(Xi B >_()'(Yi B V)
i=1

\/z (Xi - )_()Z-Z(Yi - V)2

i=1 i=1

r=

) (7

If r =1, then x and y are perfectly positively mdated. The possible values of x and y all
lie on a straight line with a positive slope in {xey) plane. If r = 0, then x and y are not
correlated. They do not have an apparent lineatiogiship. However, this does not mean
that x and y are statistically independent. If ¥15 then x and y are perfectly negatively
correlated. The possible values of x and y albhea straight line with a negative slope in

the (x, y) plane. [13]

2.6 Econometric Methods

2.6.1 Exponential Smoothing

One of the simplest forecasting methods is the eeptal smoothing or exponentially
weighted moving average (EWMA) method. The EWMAefmast is [3],

Sa=ay+ (1-0).S (8)

where y is the actual value,;3$s the forecasted value, is the weighting factor, which

ranges from 0 to 1 and “t” is the current time pdri[2]

Why is it called "exponential"? Let us expand tlasib equation by substituting fog.;3n

the basic equation. For example, the expandediequat the smoothed valug & [14]:
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S =a[(1_a)o 3/5—1"'(]-_0')1 y52+(1—a)2 y&a}"'(l_a)s s (9)

Exponential smoothing is a kind of a moving averageere the current and immediately
preceding ("younger") observations are assignedtgreveight than the respective older
observations. Simple exponential smoothing accahes exactly such weighting, where

exponentially smaller weights are assigned to addbservations. [31]

An exponential smoothing over an already smoothetk tseries is called double-
exponential smoothing. In some cases, it might dmessary to extend it even to a triple-
exponential smoothing. While simple exponential sthimg requires stationary condition,
the double-exponential smoothing can capture litreads, and triple-exponential smooth-

ing can handle almost all other business time sej2g

Exponential smoothing has proven through the yeabe very useful in many forecasting
situations. It was first suggested by C.C. Holtl857 and was meant to be used for non-

seasonal time series showing no trend. [14]

2.6.2 ARIMA

The publication by Box and JenkinsTaime Series Analysis: Forecasting and Contrsih-
ered in a new generation of forecasting tools. Royjuknown as the Box—Jenkins (BJ)
method, but technically known as the ARIMA methtte emphasis of these methods is
not on constructing single-equation or simultaneegisation models but on analyzing the
probabilistic, or stochastic, properties of ecorotitme series on their own under the phi-
losophy let the data speak for themselves. Unlile regression models, in which 6
explained by 'k’ regressor XX, Xs, ..., X%, the BJ-type time series models allowtd be
explained by past, or lagged, values of Y itsell atochastic error terms. For this reason,
ARIMA models are sometimes called atheoretic mobelsause they are not derived from

any economic theory. [10]

Most time series consist of elements that are Isedapendent in the sense that one can
estimate a coefficient or a set of coefficients tthescribe consecutive elements of the se-
ries from specific, time-lagged (previous) elemeiisis is called autoregressive process

(AR) and it can be summarized in the equation:

Xt = § +@1.X-1) T @P2.X(t-2) T P3.Xt-3) + ... t€ (10)
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where§ is a constant (intercept) arg are the autoregressive model parameters. Put in

words, each observation is made up of a randomn eormponent (random shock, and a

linear combination of prior observations.

Independent from the autoregressive process, daamept in the series can also be af-
fected by the past error (or random shock) thahotbe accounted for by the autoregres-

sive component. This is called moving average @m®¢RIA):
Xt=H +e¢—01. S(t_l)—e 2. S(t_z)—eg. E(t-3)" -+ (11)

where U is a constant afdare the moving average model parameters. Put rdsyeach
observation is made up of a random error compofrantiom shocks) and a linear com-

bination of prior random shocks. [31]

We know that many economic time series are noosiaty, that is, they are integrated and
their statistical properties depend on time. Treeefif we have to difference a time series
d times to make it stationary and then apply theV®¥p, q) model to it, we say that the
original time series is ARIMA(p, d, q), that is,ig an autoregressive integrated moving
average time series, where p denotes the numlaartofegressive terms, d the number of
times the series has to be differenced beforeabines stationary, and q the number of
moving average terms. Thus, an ARIMA(2, 1, 2) tisegies has to be differenced once (d
= 1) before it becomes stationary and the (firded#hced) stationary time series can be
modelled as an ARMA(2, 2) process, that is, ittwas AR and two MA terms. [10]

2.6.3 GARCH

With time-series data, it is not uncommon for lesgpares residuals to be quite small in
absolute value for a number of successive periddsne, then much larger for a while,
then smaller again, and so on. This phenomenomeftarying volatility is often encoun-
tered in models for stock returns, foreign excharages, and other series that are deter-
mined in financial markets. Numerous models folidgawith this phenomenon have been
proposed. One very popular approach is based ocotieept of autoregressive conditional
heteroscedasticity, or ARCH, that was introducedthgle in 1982. It is worth mentioning
that Robert F. Engle won The Sveriges RiksbankeRrizEconomic Sciences in Memory
of Alfred Nobel 2003 "for methods of analyzing eoaric time series with time-varying
volatility (ARCH)". [5, 23]
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ARCH modelling has become a growth industry, witkkimds of variations on the original
model. One that has become popular is the genedatimtoregressive conditional hetero-
scedasticity (GARCH) model, originally proposedBullerslev in 1986. Whenever a time
series is said to have GARCH effects, the serigmisroscedastic, meaning that its vari-
ances vary with time. If its variances remain canswith time, the series is homoscedas-
tic. You can think of heteroscedasticity as timeywrag variance (volatility). Conditional
implies a dependence on the observations of theeniate past, and autoregressive de-
scribes a feedback mechanism that incorporatesopastvations into the present. GARCH

is @ mechanism that includes past variances iexp&anation of future variances. [10, 36]
The simplest GARCH model is the GARCH (1, 1) moeadijch can be written as [10]:

6% = Ol + 0gU%1 + 02071 (12)
where error ternu at timet and variance? at time t,0o > 0,01 > 0 anda > 0.

GARCH takes into account excess kurtosis (fat hathaviour) and volatility clustering,
two important characteristics of financial timeissr Fat tail risk arises when the possibil-
ity that an investment will move more than threandiard deviations from the mean is

greater than what is shown by a normal distributjd8, 36]
GARCH models can be applied to such diverse fiakds

* Risk management

» Portfolio management and asset allocation

* Option pricing

* Foreign exchange

e The term structure of interest rates [36]
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3 NEURAL NETWORKS

3.1 Forecasting Applications of Neural Networks

Forecasting is one of the most important activitied form the basis for strategic, tactical,
and operational decisions in all business orgaioizat Recently, neural networks have
emerged as an important tool for business foraagsiihere are considerable interests and
applications in forecasting using neural netwoikseir role in successful planning in fi-
nance, marketing, production, personnel, and ofinectional areas is well established.
Increasingly, businesses have recognized the impoetof accurate forecasting in effective

operations and enhanced competitiveness. [43]

Neural networks can be used for prediction withous levels of success. The advantage
of them includes automatic learning of dependenaidg from measured data without any
need to add further information (such as type gredelency like with the regression). The
neural network is trained from the historical daith the hope that it will discover hidden
dependencies and that it will be able to use trmnpifedicting into future. In other words,
neural network is not represented by an expligiiyen model. It is more a black box that

is able to learn something from data. [25]

Neural networks models are often referred to a#iéiel Neural Networks (ANN) to dif-
ferentiate them from biological neural networks atsb to emphasize that these models
have qualities of artificial intelligence. TablesBows how neural network model differs

from computers and computer programs.

Tab. 2. The differences between PC and NN [42]
Neural network Computer

Is trained by adjusting of weights, thresholds| Is programmed with instructions (if, then, go
and structure to...)

Memory and operating components are plac

together g)I’OCGSS and its memory are separated

Parallelism Sequential character

Tolerate deviations from original information Dotrolerate deviations

Self-organization during training Constancy of geog
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The use of neural networks is really broad andaameapply them e.g. for identification of

radar or sonar signals, prediction of behaviouassification, optimization or filtration.

More business applications are listed in Table 3.

Tab. 3. A sample of ANN forecasting applicatioraaréshortened) [43]

Problems

Studies

Accounting earnings, earnings surprises

Calleh. €1996), Dhar and Chou (2001)

Business cycles and recessions

Qi (2001)

Business failure, bankruptcy, financial health

Meleend Greenstein (2000)

Consumer expenditures

Church and Curram (1996)

Commodity price, option price

Kohzadi et al. (199630 et al. (2000)

Consumer choice, marketing category, mark
development, market segments, market shar
marketing trends

etAgrawal and Schorling (1996), West et al.
e(1997), Aiken and Bsat (1999), Wang (1999)
Jiang et al. (2000), Vellido et al. (1999)

Electricity demand

Elkateb (1998), Darbellay andns (2000),

Exchange rate

Zhang (1998), Leung (2000), Nag (002

Futures trading

Kaastra and Boyd (1995), Ntung®8).9

GDP growth, inflation, industrial production

Tka@001), Chen (2001), Tseng et al. (200

International airline passenger volume, tourig
demand, travel demand

stNam and Schaefer (1995), de Carvalho et al
(1998), Law (2000)

Inventory control

Bansal and Vadhavkar (1998)

Joint venture performance

Hu et al. (1999)

Mutual fund net asset, fund performance

Chiand. €1.896), Indro et al. (1999)

Ozone concentration and level, environment
prediction, air quality

alPrybutok et al. (2000), Ruiz_Surez et al.
(1995), Murtagh (2000), Kolehmainen (2001

Product demand, product sales, retail sales

Ansalj €1996), Luxhoj et al. (1996)

Project escalation, project success

Thieme e2@0Q), Zhang et al. (2003)

Residential construction demand, housing va

lltfia (1996), Goh (1998)

Stock return, stock indices and trend, stock r

isk ang/and Leu (1996)

Traffic

Doughetry and Cobbett (1997), Kirby (1997)

US treasure bond

Cheng et al. (1996)
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3.2 Neuron Model

The building unit of a neural network is a sim@di model of what is assumed to be the
functional behaviour of an organic neuron. The hurbeain contains about Yoneurons.
For almost all organic neurons one can distingaishtomically roughly three different
parts: a set of incoming fibres (the dendritegelabody (the soma) and one outgoing fibre
(the axon). The axons divide up into different eigdi each of which makes contact with
other neurons. A neuron can receive up to 10 0OpGtenfrom other neurons. The bulb-like

structures where fibres contact are called synajp3eps

Synapses

Dendrites ‘\\

Fig. 2. Simplified biological neuron [39]

An artificial neuron model is shown in Figure 3.e€T$calar inputs “x” are multiplied by the
scalar weights “w” to form “w.x”, and then are sdntthe summer. A bias “b” is also
passed to the summer. The summer output “a”, aéitgrred to as the net input, goes into

a transfer function “f”, which produces the scalauron output “y”. [11]

Fig. 3. Artificial model of a neuron [39]
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a= ZR: W.X+ b (13)
y=f(a) (14)

The most important transfer function is log-sigmaitie function logsig has the values in
the interval between 0 and 1. The output value c@dhieve high values in case of not

using such type or similar transfer functions.7p,

1

= 15
y Tree (15)
[ jfﬂ_,.,-""'_'-__
; /
/'ff
2 _FJ_'_‘__//
- —:_ __F—= -2 - 2 4

Fig. 4.Log sigmoid function [20]

3.3 Network Architecture

A typical feed forward network has neurons arranged distinct layered topology. The

input layer serves to introduce the values of tifui variables. The hidden and output
layer neurons are each connected to all of thes umithe preceding layer. Again, it is pos-
sible to define networks that are partially-conedcto only some units in the preceding
layer; however, for most applications fully-conreztinetworks are better. When the net-
work is executed (used), the input variable valresplaced in the input units, and then the
hidden and output layer units are progressivelycetezl. Each of them calculates its acti-
vation value by taking the weighted sum of the atgpf the units in the preceding layer,

and subtracting the threshold. The activation vasupassed through the activation func-
tion to produce the output of the neuron. Whenehtre network has been executed, the
outputs of the output layer act as the output efehtire network. The best-known example

of a neural network training algorithm is back pagation. [31]
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Fig. 5. Structure of multi-layer network with inphidden and output layer [39]

The back propagation method is used for calculatibmweights “w”. It consists of two
steps. At first it is necessary to make a calcoatf outputs on the basis of inputs and
weights (forward step). Further the error “E” idot#ated as a square difference of calcu-

lated output “y” and expected output “0” over @litputs:
E=Y (n-0)%*— min (16)

The value of “E” is used for the backward calcuatiof weights (backward step). The
process is repeated till the value of “E” convergescceptable value. The problem of
learning is an optimization task, when the functi@f is fitness function which must be

minimized. [6, 7]



TBU in Zlin, Faculty of Management and Economics 34

3.4 Principles of Prediction with Neural Networks

A great advantage of neural networks is the akititlearn from examples and the ability to
catch nonlinear dependencies. A disadvantage iggdreerally it is impossible to estimate
the extent of the error or to determine a configenterval in advance. The theory of neu-
ral networks does not provide any guideline forsthproblems and therefore the most of

these estimations result from heuristic proceduf83]

The recommended type of network for prediction idtiayer network with back propaga-
tion algorithm. Neural network with three layershieh transforms input into output in a
simple example of 2 inputs and one output, includeke first hidden layer 2n+1 neurons
and in the next layer n.(2n +1) neurons, that méamgopology is for example 2 inputs —
5 neurons — 10 neurons — 1 output value. It wasdoaut empirically that application of
Kolmogorovov theorem to neural networks leads tdewe, that for solving of any prob-

lem a network of three layers is enough.

If we are talking about prediction, it is a stodi@ét means probable) prediction, because
nobody can guarantee that the system will deveioihvé way we predicted. Whether the
system will be predictable or not depends on séeitaria, for example if the system is
chaotic or deterministic. Another problem is dattegrity. If the training data set is not
prepared well, results will be useless. Neural netw have an advantage over standard
techniques like AR, MA, or ARIMA that there is need to create models and they are

tolerant to signal noises in time series, so realsieresults are obtained

Training data set should consist of input and ouyeators with historical data for predic-
tion. Data in training output vector is offset agsiinput by so many time units, how far
we want to predict from history into future (forample 3 days ahead). Prediction interval
is the length of a section of one output vectoratTiheans the length of prediction for one
momentum. If we have as an input the vector of @rons-days and an output is only one
neuron-day offset against the last element 3 dagad we talk about one day prediction
with 3 days advancing. If there are 5 neurons tikgput, we talk about 5 day prediction

with 3 days advancing.

It is obvious from the previous description thatréh exist a lot of combinations how to

predict from the time series. The number of outpedtors determines also the offset of
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vectors between each other. If the first predietector is from the dates 1.1.-5.1., the sec-

ond is from 6.1.-10.1., and so on.

Sometimes differences in training set are usedfediction to avoid trend and seasonal

swings. Differences are computed from the lastevalod the actual value.

The prediction of behaviour on the basis of ondohisal data is possible, but gives the
worst results. Far better results are given whamgusistory of more data about the system.

The sample of multiply data prediction is in thgute 6.

Exchange rate yesterday—>

Exchange rate week ago—,
Exchange rate month age—> \ c\work | Exchange rate tomorrow

Exchange rate of another_
currency pair yesterday

Fig. 6. Multiply prediction [42]

There are two kinds of prediction — classic predicand auto-prediction. Auto-prediction
does not use new observed real input values, ledigied values from our network as new
inputs. The next prediction is thus biased by mtsah error, which negatively affects the

results. It is good not to use auto-predictionféwrfuture.

Secondary prediction technique of exchange ratesef# for number values) is using the
neural network model for searching for geometrsta@pes known from technical analysis.
This way the network will be able to identify trglas and other formations. The efficiency

can reach 100%, as claimed in publication usedighsection. [42]
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4 CONTEMPORARY FOREX PREDICTION IN INTENSE CAPITAL

4.1 Characteristics of the Firm Intense Capital, LLC

Business firm Intense Capital, LLC was founded ltg @ada on 2F' September 2005. Its
registered office is in Zlin, Budovatelska 4810g&kform of the firm is Limited Liability
Company (LLC) and official identification number tfe company (0) is 27660788.
According to the website of the Czech Ministry ofstice <www.justice.cz> the firm’s

subjects of enterprise are [16]:
» Activity of entrepreneurial, financial, organizate and economic consultants.
* Real estate business activity
e Administration services and services of organizeti@nd business character

Registered capital of the company is 200 000 Czectvns, all was already paid-up. The
firm has only one employee, who is also the stagubody of the firm and owner of the

100% business share. The company's website domaimitp://www.intensecapital.cz/ >.

From the above facts is obvious that Intense Clapéimngs to young start-up companies,

with a small capital and the position of price tasie the forex market.

4.2 Saxo Bank and SaxoTrader Platform

Intense Capital, LLC is a client of Saxo Bank Cagiimn and uses the trading platform
SaxoTrader, version 2. The picture of the platfesravailable as Appendix Al at the end
of this thesis. Saxo Bank has its headquarterseiniark and offices in UK, Spain, Singa-
pore, Switzerland, China and Australia and curyeathploys more than 1,300 employees
of 62 different nationalities and serves clientsower 180 countries. Saxo Bank trades

more than 150 forex currency crosses and offersuaxts from USD 10,000. [28]

The SaxoTrader Platform is a modern trading apjinaoffering trading with forex, fu-
tures, CFDs and stocks. Everyone can create a @decmunt and become familiar with

trading on financial markets.

The platform used in Intense Capital has the iat&rfin Slovak language, because Czech
language is currently not supported. | tried thendeccount in English and | liked it very

much, because it is stable, well-arranged andiniaghformation. It provides the user with a
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lot of useful tools for successful trading, for eyae instrument explorer, technical analy-
ses indicators, economic calendar, streaming neBS, and Commonwealth Bank analy-
ses, charts, interest rates etc. The thing | likexbt is forex close position tool, which
shows the current profit/loss and the trader thars dose position immediately by one
click. The Al appendix of the thesis depicts tbil tvith the profit USD 100.00 in demao.

The forex spot can be segmented in time units: dutaj 5 minutes, 10 minutes, 15 min-
utes, 30 minutes, and hours (1,2,4,6,8), daily,kiyeenonthly and it is also possible to
adjust it by trader. The supported kinds of charesline, dot, line-dot, forest, bar OHLC,
bar HLC, candlestick, bid/ask, staircase and coatipa. Forex currency pairs are divided
into three groups: major (over 100 also with gahdl silver in some pairs — reminder of
bimetallic standard), minor (35, e.g. EUR/SKK) agxbtic (15, e.g. US dollar / Turkish
lira).

The previous trading platform used in Intense Gapilas Trader Workstation engaged in

Interactive Brokers trading account.

4.3 Attitudes towards Trading and Prediction

As | mentioned, Intense Capital is a typical snralestor on the forex market, price taker
and a speculative day trader. Speculative becteseompany risks and looks for the mar-
ket opportunities to profit without any fundament@led to make exchange operations at
the defined day or term. Day trading strategy i€dmtract the sign of conservative attitude
to trading, because the trader closes his positefgre the end of his day. He never lets
the position opened in order to avoid risking a tenext day morning. The main traded
currency pair is EUR/USD and the position is coesed to be closed when the capital is
kept in USD. The main instruments are spot andéstuTypical investment is 100 000 US
dollars and profits are low, but more often thassks. The trader claims that 90% of his
trades are profitable. The most popular are Japaocasdlesticks in 1 minute sampling.
The length of one business trade case varies frbreetonds (record) to several hours.
Stop-loss orders are not used, because the markeatched throughout whole business
case. This requires constant attention and is tamsuming therefore the trader invests on
forex only 2-5 times monthly. Day trading on forexnot the company’s core business,

because there is a lack of employees who coulddattethis business constantly.
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The approach to prediction is very careful and eorative, too. However, the firm does
not use many sophisticated techniques. Fundamandaimacroeconomic analyses are per-
formed mainly when trading on the stocks markee fidrex market is influenced by unex-
pected news and expected economic indices fromoaaicrcalendar. Such news can pretty
swing the market up and down. The company’'s styaiego avoid trading before and
shortly after announcing of globally important econc news. The investor seeks profit,
not risk. Maybe this is the reason why the compawakes rather small, but more or less
sure profits. That also means the trader drawthefinarket in critical seasons. Fundamen-
tal and macroeconomic analyses are therefore peefibnot purposely, but occasionally by
reading economic and financial news and commeistaviéhen there is a stable positive
economic trend or period expected, there is a gbaghce for trading on the basis of fun-
damental approach to make small profits rather tpaing to risk unreasonably. Funda-
mental and macroeconomic analyses are appropdaieviestors, but not for day traders,

which is the case of this company.

Fundamental and macroeconomic analyses are codnetite psychology of the market

and the personality of the trader. Prevailing pesior negative moods can play against the
trader’'s wishes. The trader of Intense Companyesldss position when his sixth sense
and experience tell him that there is going to resh hour. He does not obey “guaran-

teed” advices from banks and broker news.

Technical analysis indices are applied in a smd#rm. They serve as an instrument of the
right timing. The MA and RSI are utilized classlgas it was mentioned in the theory part

of the thesis. The trader does not exactly know R&Vis computed.

Classical economic theories like PPP are not censittrustworthy, on the other hand

statistical and econometric methods are considekdomplicated.

Requirements for a new system of prediction aresthmplicity, reliability, low costs and
universality. The methods should be able to resgonthaximally 10 minutes data and
shorter. According to the opinion of the trademirdintense Capital, prediction for more
than 10 minutes is useless, because fundamenta waWw market psychology can sud-
denly move the position from profit to big lossasai few minutes. The owner of the com-
pany is interested in learning to trade with supfrem new advanced approaches and the

results and suggestions will be presented to hieany May 2008.
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5 SEARCHING FOR THE BEST FORECASTING METHOD

5.1 Obtaining and Processing Current Forex Market Data

High-quality and valid data are essential for sestid prediction. We have to know what
iIs going to be predicted and which variables wél used in models. The answer to this
question is not simple. Another point is how theéadaill be organised, processed and
maintained. Although particularly neural networke data tolerant, we cannot rely on the
good luck and random processes. Complete and thbrapproach must be implemented
and all possible measures must be tested if takatyng with own money seriously. The

extent of my thesis and its general sight on nuoemethods does not allow trying out all
possible models and situations. On the other hsmche of the methods are too compli-
cated to be performed by a non-professional. Thmdl Bct up to my best effort and com-

mon sense when using any of the methods. The sepwstion is how would a trader act
during real trading session and what model willppeferred. Especially neural networks

offer dozens of possible combinations in differgitations.

So, the first obvious question was how to get wetpared and actual data, which could be
used not only for back testing, but also for reatling. SaxoTrader trading platform does
not offer real time data export, at least accordmgny knowledge and searching. It only
shows data in charts and copying them one by onddnme very exhausting. | “googled”
a very useful site <http://www.forexrate.co.uk/nestoricaldata.php>, still well function-

ing shortly before finalization of the thesis.

The data are obviously provided by Swiss forex camyp Dukascopy
<http://www.dukascopy.com/> and when | checked tteta from Dukascopy and
SaxoTrader, | saw no difference. The export form&SV, which stands for comma sepa-
rated values. When the file with data is downloadedcan be simply imported to Excel,
Matlab or other programs which allow CSV data impdhe user can specify which date
will be the last in the data series, how many @i needs (from 250 to 10 000), sam-
pling time interval from 10 seconds to 1 month, tblenat of the date, the operating sys-
tem platform (Windows or Unix) and the sign by white data will be separated (comma,
semicolon or tab). Then the user only clicks onlthton Get Data and download begins in

a few seconds. | used the combination: Data emidytalO 000 points, 10 minutes interval,
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d.m.Y date format, windows end line and split bly.tRhe most important thing is what
data we are going to download. In the picture yan see | f | EUR, which stands for

EUR/USD currency pair. The next picture shows hatadook like in simple text editor.

Dukascopy CSV DATA Export

Data end: Number Time Efﬁut
(mm.dd.yyyy) of points: Interval: format:

04.15.2008| [1oo000 x| [10sec =||d.m.¥ =]

10 sec
1 min |

EUR/USD

CED/CHE I£] 10 min

ZBE/SJOD 1£1 1 day

GBESJIBY 1 £1 1 weaeak

GBE/SAR I£1 1 month

GBRSUSD |£] GBP |
JEBY /CHF 1 £1

NZID/sUSD |£] NZD

Palladium |£]| XPD j

End |ir'|e:| windc vI Split by: Itall | Getbata |

Fig. 7. Real time forex data export

B 01_600_10000.cs¥ - Poznamkov¥ blok ] [m] 1
Soubor  Upravy Format  Zobrazeni Mapoveda

DATE TIME WOLUME  OFPEN CLOSE MIM VA ﬂ
20,02, 2008 13:20:01 1400 1.4657 1.4664 1.464% 1.46568
20,02, 2008 13:30:001 2815 1.466 1.4631 1.4617 1.4655
20,02, 2008 13:40:01 2072 1.4632 1.4627 1.4623 1.4641
20,02, 2008 13:50:001 21858 1.4627 1.4625 1.4612 1.464
20,02, 2008 14 :00:001 1726 1.4621 1.463 1.4621 1.4839% _
4] ﬁ

Fig. 8. Inspection of downloaded data

You can see that seven columns are to be importite; time, volume, open, close, min
and max. These seven variables determine what faetsave about trading for one ses-
sion, in my case, what is true about trading inrtenutes intervals. | would hardly get any
more data, except for calculating myself (movingrages and other technical indicators).

So this is what decided the next process of datapukation.

We have maximally 10 000 values of seven variabteserning time series of EUR/USD
in ten minutes sampling. | consequently importethda Excel through menu Data - Im-
port of external data — Import data... , listed fouike and marked the column with date as
date format and columns open, close, min and masxasbecause Excel would otherwise
consider some of these values as dates and intpertsincorrectly. When we need to get

data to program which needs numbers with commaansof dot (like Statistica 7), we
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need to change dots with commas by menu: Edit HaRep- Find “.” and Replace with *,
and Replace all. After then we can copy or impatiado data format sensitive software

(Statistica collapsed and shut down from numbetis dots).

5.2 Back Testing Method

The data are already reachable and now the quastioow we will treat them in models.
My suggestion is to use 10 minutes data most oftenause it is the requirement of the
firm to predict as newest market exchange ratgmasible. Shorter time interval will not
be used, because development and evaluation ohtitkels takes minimally 10 minutes.

But longer time samples are used in order to kestriodels limitations for longer periods.

Another point is how many data we will use like th@se for the models development.
Here the situation is strongly individual and degeon the type of model. The minimum
case in my thesis is fifty data samples for linegression up to several thousands samples
in case of neural networks. Also the number of iwig, that means the number of input

variables, depends on model.

The single currency pair that is going to be prisdids EUR/USD and | do not deny that
presented models could be more successful, butnaigse inadequate if they were devel-
oped for other currency pairs. The predicted végigbMAX (High), because the firm buys
euro for US dollars and then wants to know if ewrth be stronger to get back more US

dollars from the opposite transactions.

The results will be presented either visually gufies or like comparison of predicted val-
ues and actual historical data in numbers or bBidtk.accuracy of the predictions is not the
single critical factor for evaluation of the modklalso matters how difficult and time con-
suming the development of the model is. So | detalso to publish the process of devel-
oping the models, not only results. The picturesasfware screen dialogues and pieces of
source code will be presented step by step wheessaty to understand model develop-
ment from holistic approach. The aim is to makeuations of various methods in avail-
able software and help to decide what suggestionkide implemented in the firm and

which ones are suitable for employment in practicading.
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5.3 Linear and Polynomial Regression in Microsoft Offie Excel 2003

Microsoft Excel is a well-known universal spreadshgrogram for common business and
administrative needs. It is possible to use itdome simple analyses. Let's mention only
the function FORECAST, which does linear regresgimdiction. The great advantage of
Excel tools is their simplicity and availabilityh& disadvantages are inaccuracies and nar-

row use for statistical research.

According to my opinion, the best use of Excelgogdiction is regression in charts. They
show the chosen trend function line, equation of tagression trend, reliability indicator

R? (between 0 and 1, the higher is better) and deetalpredict a few steps ahead.

Therefore | tested linear, polynomial and logariihtnend functions to show the limits of
linear and polynomial regression on the forex markefigures, the blue line shows real
known data before prediction and pink colour unknawal data after prediction. A black
line is the prediction by trend function. The pitin is based on time (x) and the pre-
dicted value is maximal value of EUR/USD excharage in the specified time unit (some-
times called High in the OHLC notation).

1,576 -

1,574

1.572 y= -0,0083x + 1,5648
R? = 0,2158
1,57 ~

1,568 -

Exchange rate EURUSD

1,558 T T T T T 1
0:00:00 2:24:00 4:48:00 7:12:00 9:36:00 12:00:00 14:24:00

Time [10 min]
Fig. 9. Simple linear regression

Power and exponential functions were omitted bex#usy are similar to linear and loga-

rithmic functions in the terms of success in pradgthis sample data.
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1,576 -

1,574

1,572

y = -0,0002Ln(x) + 1,5627
1,57 - R? = 0,0285

1,568

1,566

1,564 -

Exchange rate EURUSD

1,562 -

1,56

1,558 T T T T T 1
0:00:00 2:24:00 4:48:00 7:12:00 9:36:00 12:00:00 14:24:00

Time [10 min]

Fig. 10. Logarithmic regression

1,576 -

1,574

1,572 y = 0,03x? - 0,0198x + 1,5655

R? = 0,2444
1,57 A

1,568 -
1,566 -
1,564 -
1,562 -
L
1,56 -
1,558 T T T T T 1
0:00:00 2:24:00 4:48:00 7:12:00 9:36:00 12:00:00 14:24:00

Time [10 min]

Exchange rate EURUSD

-

Fig. 11. Polynomial regression "degree

Polynomial regression of one independent and operd#ent variable is the best what can
Excel offer. Reliability indicator tends to valuE@®@9999 when processing static data from
simple time series. This is not the case of foretket data, when it ranges between 0,2
and 0,9, which is not enough for qualified prediotiThe equation has the advantage that
we can calculate estimation of value at any tinst fy putting the X values to this equa-

tion. The format of equation is important, becaiisenumbers are often rounded, but it is
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possible to view maximally 15 decimal places after point, by simple adjusting the for-

mat of decimal places in equation.

1,6 4
1,595 -

1,59

1585 | y = 1,0161x° - 0,5526x2 + 0,0684x + 1,5628
’ R2 = 0,5555

1,58

Exchange rate EURUSD

1,555 T T T T T 1
0:00:00 2:24:00 4:48:00 7:12:00 9:36:00 12:00:00 14:24:00
Time [10 min]

Fig. 12. Polynomial regression -“3legree

With the raising polynomial degree the effectivenapparently gets better, but again — |

had to omit the fifth and sixth polynomial degréesause of inaccuracies.

Then | changed the data period from ten minutesn® hour and one day forex data.

Maybe the regression could be useful for long medjation.

1,6 4
1,595 -

1,59 -
y = 5,2254x% - 2,9862x3 + 0,428x2 - 0,0135x + 1,5643
1,585 R? = 0,6346

1,58 -

1,575 -

Exchange rate EURUSD

1,555 T T T T T 1
0:00:00 2:24:00 4:48:00 7:12:00 9:36:00 12:00:00 14:24:00
Time [10 min]

Fig. 13. Polynomial regression M4legree
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Exchange rate EURUSD

Exchange rate EURUSD

1,476

1,474 -

1,472 A

1,47

1,468 -

1,466 -

y = -BE-06x3 + 0,0002x? - 0,0018x + 1,469
R? = 0,9004

1,464

1,462 T T T T T T T

15 20 25 30 35
Time [1 hour]

40 45

Fig. 14. Polynomial regression “3legree and 1 hour data

1,3 4
1,29 -
1,28
1,27 4
1,26
1,25 4

1,24
y = 0,0000018x° - 0,0001023x2 + 0,0012544x + 1,2824576

1,23 4 R2 = 0,4632762

1,22

1,21

1,2 T T T T T T T T T T T T 1

10 15 20 25 30 35 40 45 50 55 60 65 70
Time [1 day]

Fig. 15. Polynomial regression “3legree and 1 day data

The 3% degree polynomial function seems to be the bstditool from offered. However,

the results are strongly biased and it can notdsel dor prediction. | would recommend

using

and if

Excel as first tool after data import to vieaw the market volatility changes in time

the trend is strong by viewing it$ Boefficient.
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5.4 Exponential Smoothing, regression and correlationn WinQSB

5.4.1 Time Series Forecasting Tool

The second available software is WinQSB. It is fofecharge and offers many subpro-
grams. One of these is Forecasting and Linear Reigie At first | used the part Times

Series Forecasting for exponential smoothing ptiedianethod.

Problem Specification x|

Problem Title
[Prediction of EUR/USD |

Problem Type

@ Time Series Forecasting Time Unit
|1 Ominutes |

O Linear Regression Mumber of Time Unitz [Periodz]

[50 |

114 | ‘ Cancel | Help

Fig. 16 Dialog for a new problem specification -N@SB

Forecasting Method Method Parameters Search Criterion
' Simple average [SA] @ Assign values @® MAD O CFE
! Moving average [MA) CiSearch the best O MSE O MAPE
) Weighted moving average [WHMA]

() Moving average with linear trend [MAT] Humber of periods to forecast _
(@ Single exponential smoothing [SES] Smoothing constant alpha _
' Single exponential smoothing with trend [SEST] Initial value F(0) if known _
! Double exponential smoothing [DES) (Not used) _
() Double exponential smoothing with trend (DEST]
ot used —

() Adaptive exponential smoothing [AES)

; ion with ti RO L
(! Linear regression with time [LR)
O Holt-Winters Additive Algorithm (HWA] Lo weedl ]

) Holt-Winters Multiplicative Algorithm [HwM] Specify Initial Seasonal Indices
Retain other method's result Enter Search Domain

Fig. 17. Several forecasting methods in WinQSB
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Unfortunately, WinQSB is not good at work with ghap so | have to present results as

they are. The black lines are the actual databline lines are exponentially smoothed data.

Actual . SES

1 5 10 15 a0 2 an % an 45 @ 5
I O S N 0 O i O O . 0 A O

Fig. 18. Simple exponential smoothing - 10 mindegs. predicted, 1.5673 is
prediction of the actual value 1.5713, alpha factdd.5

= Actual . SES

% i 10 15 20 25 an 35 40 45 5.1]51
O S 0 O OO (O O A O 0 O A T O O A A

Fig. 19. Simple exponential smoothing - 10 mindtgs predicted, 1.5699 is pre-
diction of the actual value 1.5713, alpha facto®9
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It would be worth trying all supported predictiorethods in WinQSB, but it is not the aim
of this thesis. Some of them also need minimal rétezal background, because a lot of
parameters have to be estimated empirically. Afpltor in single exponential smoothing
ranges from 0 to 1 and it seems that the highdraadlected, the more accurate prediction
we get at output. Thus the newest values have ba&tay weight in model when alpha

tends to 1. Ten minutes data with 50 historicabrés were used in the model.

5.4.2 Multiple Linear Regression

WiInQSB is able to perform also multifactor regressithat means the predicted value is
maximum (or High in OHLC model) of the currencypBIUR/USD and independent fac-
tors are Volume, Open, Low, Close and Time.

The historical data were pre-processed in the Wway the five independent variables and
dependent variable were offset by one time unitickvimeans they can predict the next
step MAX (not the actual one in the session, wisdinrelevant). This can be performed in
Excel by shifting one column with MAX backwardly érthen the data are copied to
WinQSB spreadsheet. After solving the problem weagenear equation similar to the one
from Excel, but with 5 input variables instead areoThen we can compute the prediction
in Excel on the basis of this equation, but onlg step ahead, because the offset is one. If
the offset was e.g. 3 periods, we could computethdiction of the third value ahead, but
not the previous and following values of MAX. Ftiig purpose a new model from data

should be derived with the offset to the needediptien point.

x
Select a dependent Factor or Select as many independent
wariable [y] For linear regression factors or variables [x's]

Factor 1 R """
Factor 2 Factor 1

Factor 3 Factor 2

Factor 4 Factor 3

Factor 5 Factor 4

Factor 5

Factor 6

OK Cancel Help

Fig. 20. Linear regression with 6 factors
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04-30-2008 | ¥ariable Mean Standard Regression Standard t value p-¥alue
06:00:27 MName Deviation Coefficient Error

Dependent | Factor 6 1568219 5,78462E-03

Y-intercept | Constant 2.275659E-02| 7.754076E-02 0.293471 0.7698066
1 Factor 1; 0.351331 0.2049223 1.126095E-04 1 42122E-03 7.923435E-02 09370271
2 Factor 2 1673.23 7038072 8.554812E-07 2.768143E-07 3.090452 2.62928E-03
3 Factor 3 1.567044| 5.631971E-03 0.4726838 0.3680401 1.284327 0.2021836
4 Factor 4 1.567208| 5.688582E-03 1.297941 02277694 5.698489 1.192093E-07
L] Factor 1.566229| 5 647798E-03 -0.7851602 0.4891934 -1.60501 0.1118462

Se = | 1.566992E-03 R-zquare = 09409194 R-adjusted = 09377768

Fig. 21. The statistical results of multifactor regsion

Dependent Independent
Yariable Variable

Factor 6 = : 2,275659E-02 + 1,126095E-04 Factor 1 + 8,554812E-07 Factor 2 + 0,4726838 Factor 3 + 1.297941 Factor 4 - 0,7851602 Factor 5

Fig. 22. The equation of 6 factor linear regression

04-30-2008 VYariable Yariable Cormrelation
1 Factor 1 Factor 2 0.5886818
2 Factor 1 Factor 3 0.8015688
2 Factor 1 Factor 4 0.8050804
4 Factor 1 Factor 5 0.7912034
L] Factor 1 Factor b 0.8069854
[ Factor 2 Factor 3 0.4582084
¥ Factor 2 Factor 4 0.5039405
g Factor 2 Factor 5 0.4379297
) Factor 2 Factor 6 0.5430076
10 Factor 3 Factor 4 0.9877574
11 Factor 3 Factor & 0,9908517
12 Factor 3 Factor 6 0.9632822
13 Factor 4 Factor 5 1.007962
14 Factor 4 Factor b 0.9887459
15 Factor 5 Factor b 0,9473187

Fig. 23. Correlations between factors

The figure of the factors development cannot beldy®d, because there are more than 2
variables in the model and we can see maximallygs&phs. Charts are available in
WinQSB like single variable x and single variableoyshow dependencies. But we can
easily calculate prediction. This method is thusyarumerical. The predicted one step
value was 1,5791 and the historical real value W&ag84. The prediction in WinQSB was

derived from 100 historical 10 minutes data.
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5.5 ARIMA with Statistica 7

Statsoft Statistica is maybe the world’s most papstatistical program. In this part | will

show how | performed prediction model ARIMA (1,1,1)

The menu in program is Statistics — Advanced lil@mlinear models — Time Se-
ries/Forecasting. The data must already be in pheaslsheet. Again, one hundred of 10
minutes data were used, but the columns were mitédhThere were 5 dependent and one
independent variable, too. The format of time wadisee in Excel from time to number in
order to get numbers which can be calculated. kamgle, the time in format 17:00:01
shifted to 0,708344907407407

In the dialog variables are selected — againttiésdependency of high EUR/USD currency
values. We select the depended variable by lockimgthe selection Variables. Then we
select the button ARIMA & autocorrelations functsoand in the next dialogue the parame-

ters of the model are chosen. | used one very pogoimbination — p=1, d=1 and g=1.

ETiI‘I‘IE Series Analysis: Spreadsheetl.sta T X

@ W ariables |nu:une
Lu:u:k| ‘-Iarial:ule| Long vaniable [zenes] name | Cerigel |

[B] Dptions = |

i =a

MNurber of backups per variable [zeres]; |3_ ﬁ Save vanables | Delete highlighted wariable |

Al selected varables (seres) will be read into memory, and will be awvailable for analysiz. The analyses (e.g., tAnsformations’)
will be performed on the highlighted wariable.

Tran=fommed wanables (seres) will atomatically be added to the list. To edit @ short or long wadable name, double-click on it.
To Lock warables (o that they will not be owenortten by subzequent transformations]) double-click on the Lock column.

Buick | Mizzing data

AR1MA & autocorrelation functions | Seazonal decompozition [Census 1] |
Interrupted time series analysis | #1157 2k [Cenzuz 2] - monthly | - guarterly |
Exponential emoothing & forecasting | Diztributed lags analyziz |
Spectral [Fourier] analyzis |

Fig. 24. Time Series/Forecasting in Statistica
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Eﬁingle Series ARIMA: Spreadsheetl.sta ol

"wi OF. [Begin parameter eztimation] |

Lu:u:k| ‘»-"arial:ule| Long vaniable [zenes] name

VaRE D1
WARE ARIMA [1,1.7] residuals;
VARE  +forecasts, Madel: [1.1.1);

|i| Cancel |
j [®] Dptions = |

Murmber of backups per variable [zenez): |3_ ﬁ Save varables | Delete |

Quick  Advanced |.&utu:u:u:urrelatiu:uns| Feview seriesl

—ARIMA model parameters

v Estimate constant

Seazonal lag; I?
p - Autoreqressive: I'I_ P - Seazonal: IEI_
q - Moving aver.: I‘I_ [l - Seazonal; II:I_

— Estimation method
¥ Approximate [Meleod & Sales)

Backoast cases: IEI_

" Exact [Melard]

— Tranzform varniable [senies) prior to analysis

[~ Matural Log [ Power transform; Iﬁ
v Difference Lag: |1_E M of passes; I'I_E
2 Lag: IU_ M of pazzes: IU_

'E;J Other tranzsformations & plots |

— Estimation optiohz

b asiram fumber of
ikerations:

[100
[.oooo
b aw. no. of iterations

I [
for backcasting: 100
[T Userdefined start valugs ] |

Convergence criterian
[required accuracy):

Fig. 25. ARIMA model parameters

ﬂSinglE Series ARIMA Results: Spreadsheetl.ska X

Quick  Advanced | Review &residualsl Digtribution of residualsl .-’-'-.utu::cu::rrelatiu:unsl

[5unH]

Variable: WARE
Transformations: Dil)
Model: (1,1,1)

No. of obs.:9% Initial 55=,00011 Final 55=_,00010

Parameters (pfPs-hutoregressive, of0s-Moving awver.); highlight:

Const. pil) gl
Estimate: 00017 ,0403% -,1757
Scd_Err.: 00013 53430 53063

Summary: Parameter estimates | @ Frint rezults | tranztormed original series will be

{93,25%) M&=,00000

p=.05

On Bxit the residuals and Cancel

Parameter covanances/comelations

appended to the varables in
MEMmary.

[ e |
IR

E Options

— Forecasting

B Forecast cazes | Plot zeries & forecasts |

Mumber of cazes: IT Start at case: |1D1
Confidence level: IEI_

¥ tppend forecasts to original series on Exit

p-level for
highlighting:

[0

Fig. 26. ARIMA (1,1,1) results
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Forecasts; Model:(1,1,1) Seasonal lag: 12

Input: VARG
Start of origin: 1 End of origin: 100
1,590 . . . . . . . . . . . . 1,590
1,585 ,"" 11,585
1,580 | - {1,580
1,575 | {1,575
1,570 11,570
1,565 11,565
1,560 11,560
1,555 : : : : : : : : : : : : 1,555

-10 0 10 20 30 40 50 60 70 80 90 100 110 120
—— Observed - -- Forecast ------ +90,0000%

Fig. 27. ARIMA model prediction chart with bounds

Forecasts, Model:(1,1,1) Seasonal lag: 12

Input: YARG

Start of origin: 1 End of origin: 100

Farecast | Lower Upper | Std.Err.
CaselMo. 80,0000 % | 90,0000 %
101 1677642 1 A7AR22 1 679362 0001036
102 15677815 1 A75107 1580524 0001631
103 1577936 1574555 15814158 0002066
104 1573157 15741300 1 582184 0002425
105 15783268 1573783 1582873 0002737
106 15784958 1 5734858 15835058 0003016
107 15678669 1573234 1584104 0003273
108 1,578840) 1 573010 1 584670 0003510
109 1679011 1 572812 1 686210 0003732
110 15679181 1 572834 1 ,585?29' a EIEISEME!

Fig. 28. ARIMA — forecast in the first column

There are many advantages of using this financwaleh At first, results are in graphic and
numeric format. The second advantage is that nigttbe predicted value is available, but
also it's lower and upper 90% bounds and standaicd. eBut the most significant charac-
teristic is that we can predict more than one gedbead. In this case, the first predicted
value of MAX was 1,5776, the right historical valisel,5778. Of course, this model was
developed randomly without any close searchinglarmape that there exist more success-

ful ARIMA (p,d,q) models suitable for exchange mate
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5.6 GARCH Matlab Toolbox

The MathWorks Matlab R2008a is the contemporangieer of this worldwide famous
technical and engineering developing environmetiedssimply Matlab (matrix labora-
tory.). It was released or™IMarch 2008. The environment includes a lot of boaks

which are useful for areas from Aerospace to VirReality. In this part | will try to de-
velop a GARCH model by using commands from GARCHlIbox 2 and help from its
User’s Guide. [36]

The first step is import of data from a text filentcaining 1 934 MAX EUR/USD historical

10 minutes data in one column. Then | plotted datiigure to see the course of observa-

tions.
Current Direckory Workspace =0 A =
;] ﬂ {H %;‘; = | E% | - Stack:IBase "I
Mame £ |'-.-'a|ue IMin IMax | |
H garch <1934%1 double= 1.6205 1.5905

Fig. 29. Imported values in MATLAB Workspace

EURAISD

182 1 1 1 1 1 1 1 1 1

a 200 400 500 800 1000 1200 1400 1600 1800 2000
Time [10 min]

Fig. 30. MATLAB plot of EUR/USD observations

Because GARCH modelling assumes a return semesed to convert the prices to returns.

It is performed by command:

1 eurusd = price2ret(garch); % Logarithm c returns



TBU in Zlin, Faculty of Management and Economics 55

Now, | used the plot function to see the returiesein Figure 31:

2 pl ot (eur usd)

% 10°
8 T T T T T T T T T
5 -
4+ 1
3 -
2 - —
E
= 1M I
[ng
ol i
o a
o a
S a
4 1 1 1 1 1 1 1 1 1
0 200 400 600 800 1000 1200 1200 1600 1600 2000

Tirne [10rmin]

Fig. 31. The raw return series with volatility ctagng

Assuming that all autocorrelations are zero beyagdzero, | used the autocorr function to
compute and display the sample ACF of the retunasthe upper and lower standard de-

viation confidence bounds:

3 aut ocorr (eur usd)
ACF with Bounds for Raw Return Series
T T T T T T T T T
e e
- e S r -

Sarnple Autocorrelation

R T e
Ul L O 5 .
v
0o i i i i i i i i i
0 2 4 53 =] 10 12 14 16 18 20
Lag

Fig. 32. Autocorrelation function with standard deiion confidence bounds
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Then | used the parcorr function to display the @enPACF with upper and lower confi-

dence bounds:

4 par corr (eurusd)
PACF with Bounds for Raw Return Series
T T T ! ! T T T !
RS - S —— S— S T S SO .
Z H H H i H H H H i
1= B e BRRCCICIEERE: et e EEERCEEREEEE: R -
= H H H H H H H H H
g i H
5 ' '
2 ; :
= H H H H H H H H H
F 04 e e b oo oo e I .
=] H H
3 ' '
o H H
@ ' ' ' ' ' ' ' ' :
= H H : : H ' i H H
g e e e e e Yo T
L2} ' ' ' ' ' ' ' ' '
0 | . 4 . st 4 . . s
! + 3 i |
: ‘
02 i i i i i i i i i
0 2 4 B g 10 12 14 16 18 20

Lag

Fig. 33. Partial-autocorrelation function with cadénce bounds

Although the ACF of the observed returns exhibit8el correlation, the ACF of the
squared returns may still indicate significant etation and persistence in the second-order

moments. We can check this by plotting the ACFhefdquared returns:

5 aut ocorr (eurusd. *2)
ACF of the Squared Returns
T T T T ! T T T T
T e e
-] Ee—— SR SR S S S S S S S— .
=
z
s
(&}
1 e T e —
=
ey
i
o
£ ! ! ! ! ! ! ! ! !
L e e e e e e e e
1 hd L] * T
0 | | [+ 7 + o ¥ [ ¥ [ o 4+ T »
0.z 1 1 1 1 1 1 1 1 1
0 2 4 = g 10 12 14 16 18 20
Lag

Fig. 34. ACF of the squared returns
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The following commands are performed in order tip e estimation functiogarchfit to

estimate the model parameters:
6 [coeff,errors, LLF, i nnovati ons, si gmas, summary] = ...

7 garchfit (eurusd);

The last command igarchdispfunction, which displays the parameter estimatabtiagir

standard errors. They are listed in the followiiggife:

> garchdisp (coeff,errors)

Mean: ABMAX(O,0,0): VWariance: GARCH(1,1)

Conditional Probability Distribution: Gaussian
Number of Model Parasmeters Estimated: 4

Standard T
Parameter Value Error Atatistic
C 1.6994=-005 1.29587=-005 1.3085
K 3.2517e-005 2.4341=-009 13.3586
GARCHI{1) 0.77715 0.012535 60,5507
ARCHI(1) 0.13793 0.012556 11.1362

Fig. 35. GARCH(1,1) parameter estimates and thaindard errors

From parameters obtained by Matlab the equatidBARCH(1,1) is:

Y, =1,6994°%® + ¢

(17)
0% =3,251% %+ 0,777182 ,+ 0,13783

There is the possibility to use tgarchplotfunction to inspect the relationship between the
innovations (residuals) derived from the fitted ralpdhe corresponding conditional stan-

dard deviations (sigmas), and the observed returns:
8 gar chpl ot (i nnovati ons, si gnas, eur usd)

The innovations (shown in the next plot) and thermres (shown in the bottom part of the

plot) exhibit volatility clustering.
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Innovations
0.0 T T T T T T T

I nnow ation

e T N N A S S R
400  BOD 800 1000 1200 1400 1600 1800 2000

Conditional Standard Deviations
£ I S B B S E

|
1200

Standard Deviation

400 00 1000

Feturns
L R A

1400 1600 1300 2000

Return

oy N S N R S S R
a 200 400 600 300 1000 1200 1400 1600 1800 2000

Fig. 36. Comparing of innovations, deviations aeturns

The following command is used to forecast the doonial mean and standard deviation in

each period of a 10-period forecast horizon:

> [EigwaForecast,meanForecast] = garchpredicoeff, eurusd, 10) ;

[2igmaForecast, meanForecast]

ans =
4.7793e-004 1.5994e-005
4.914%7e-004 1.6994e-005
5.0354e-004 1.5994=-005
5.1434e-004 1.5994e-005
5.2403e-004 1.5994=-005
5.3274e-004 1.6994=-005
5.4058e-004 1.6994e=-005
5.4767e-004 1.59%94e=-005
5.5407e-004 1.5994=-005
5.5986e-004 1.6994=-005

Fig. 37. GARCH(1,1) sigma and mean forecast

The result consists of the MMSE (minimum mean-seg@gror) forecasts of the conditional
standard deviations and the conditional mean ofr¢iiern series eurusd for a 10-period
default horizon. They show that the default moaeécéast of the conditional mean is al-
ways C=1.6994.10
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5.7 ANN in Matlab Neural Network Toolbox

Neural Network Toolbox is currently a very sopldated and practical set of programs for
neural networks creation. Two of them will be usedexchange rate prediction — Neural
Fitting Tool (nftool) for model training and evatian, and then Neural Network Tool

(nntool) for prediction.

5.7.1 Multiply prediction

Firstly I imported appropriate data. It was fromcEkprepared set of 3 173 data inputs in
four columns and 1 column for outputs. The colummse last week price, last day, last
hour, last ten minutes. The predicted value wiltheeactual 10 minutes price maximum of
EUR/USD. This is the case of mentioned multiplydicgon. After the import the data are

divided for training, validation and testing anditing is performed. For this model | used
20 neurons in hidden layer. The network can beraétienes retrained if we are not satis-
fied with results. There is a button Retrain witlistfunction. After this proceeding, data

are again randomly divided among training, valolatand testing sets. The fithess of net-

work is judged by two indicators — MSE and R.

Gek Data from Workspace Summary
U Tnputs: I Liskz - I | Inputs 'List2' is a 3173x4 matrix, representing 3173 samples of 4 elements,
'@ Tarqgets: I List3 vI |

Samples are oriented as: i [Illl Columns % [E] Rows

Targets List3' is a 3173x1 matrix, representing 3173 samples of 1
element.

Fig. 38. Import of 3173x4 matrix of inputs and 3%¥3natrix of output data

Select Percentages

& Randomly divide up the 3173 samples:

W Training: 70% 2221 samples
@ validation: I 15% = I 476 samples
W Testing: I 15% w I 476 samples

Explanation
-.ﬁ Three Kinds of Samples:

'a Training:

These are presented to the network during kraining, and the network is
adjusted according to its errar,

Ei Walidation:

These are used to measure network generalization, and to halt training
when generalization stops improving,

'a Testing:

These have no effect on training and so provide an independent measure
of network performance during and after training.

Fig. 39. Dividing data for training, validation arésting
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Hidden Layer Output Layer

Input ; ﬂ .

Fig. 40. Scheme of applied network with 20 neuinrisdden layer

Mean squared error quantifies the amount by whiehnhodel differs from data, or better
said, statistically significant error between modal reality. The lower value is better.
Ideal model would have zero MSE value. We can sdbkd Figure 41 that the error of the
multiply model is quite small. However, the netwanrias trained by data only once. The
highest order position of the first digit in MSEfe all three operations thd" after deci-

mal comma. The R stands for correlation betweegetatata (desired output) and the ac-

tual output from the network. Ideal value is 1, gthmeans perfect correlation.

Results

& Samples MSE R
a Training: 2221 5.02545e-7 9,99749e-1
a Walidakion: 176 4,00351e-7 9,99753e-1
a Testing: 476 7.40315e-7 9.996242-1

Fig. 41. Results of training, validation and testin

Train
5 Yalidation |
5 Test 1
N |ty Best
3 s
E !
s s
w '
= : =
[ 4 E
o N
& !
ol \
i ]
b .
= : E
= -
"""""""""""""""""" U
107 L . L
0 5 10 15
15 Epochs

Fig. 42. Mean squared error (MSE) of train, valicat and test
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Network is trained in epochs and the validatioradst in Figure 42 displays that aftér 9
epoch the network could not been improved by m@ieing. So the training ends and net-

work is tested by putting testing data set on tipaiis.

Training: R=0.99975 Yalidation: R=0.99975

155 < Data < Data
Fit

ey =T

i
a3

i)
Fa

1*T arget-+1.00099
o
oy
1*Target-+0.0007 4
z

in

Output~
o
L 8

Output~

B
[xx)

T 148 15 152 154 156 1.58 148 15 152 1484 156 158
Target Target
Test: R=0.99962 All: R=0.99974
1.58 O Data 1.68 O Data
o~ Fit -
g 186H - ¥=T =
= =
T T
T 154 @
=] =
& ©
E £
il il
L L
15 E
s s
[=] [=]
148
148 15 152 154 155 158 T 148 15 152 154 156 168
Target Target

Fig. 43 Regression of training, validation and tegt

The Figure 43 represents graphically the bindingveen target data and output provided
by network. The perfect correlation would by aiginéline without data variations above

and under the line.

The model development is finished and predictiam lwa performed. If we save at least the
network before ending the work with Neural Fittifigol (nftool), the workspace of Matlab
will contain this network and it can be taken oweo Neural Network Tool (nntool). We

select the option import from workspace.

NNtool is suitable for network model developmermip.tit offers twenty network types,
fourteen training functions, three transfer funetiaand three performance functions. It is
possible to determine the number of layers and murobneurons for the model. When we
have the desired network, the prediction is possibhe input data should be imported or
put manually in the form of vector, e.g. in my c§s&905; 1.5833; 1.5794; 1.5773]
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J Network/Data Manager B =] S|
b Input Data: # | Cutput Data:
input1s B [outputis
@ Target Diata: u Error Data:
barget]s error]s
) Input Delay States: ) Layer Delay States:
3 Irnpart. .. | ¢ Mew... | a Open... | }b Export... | n Delete | LD Help @ Close:

Fig. 44. Neural Network Tool — nntool

The next figure is the result of one period predictusing multiple prediction method.
Fifty samples were predicted and compared withohistl data. Again the MAX of
EUR/USD ten minutes’ data was the aim. The modaptatl very well and the differences

are small and acceptable. The numeric resultsnaheded in Table 4.

1,5480 -
1,5470 +
1,5460 -

1,5450 ~

EUR/USD

1,5440 -

—e—TEST
—s— PREDICTION

1,5430 ~

1,5420 T T T T T T T T T 1
0 5 10 15 20 25 30 35 40 45 50

Time [10 minutes]

Fig. 45. The comparison of multiple prediction aedl historical data
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Tab. 4. Ten minutes multiple predictioruits

Last week| Lastday Last holrast 10 minutes Actual 10 minuteg Matlab
1.5905 1.5475| 1.5429 1.5429 1,5427 1,5428
1.5905 1.5475| 1.5442 1.5427 1,5433 1,5428
1.5905 1.5475| 1.5442 1.5433 1,5429 1,5433
1.5905 1.5475| 1.5442 1.5429 1,5429 1,5429
1.5905 1.5475| 1.5442 1.5429 1,5436 1,5429
1.5905 1.5475| 1.5442 1.5436 1,5442 1,5435
1.5905 1.5475| 1.5442 1.5442 1,5442 1,5440
1.5905 1.5475| 1.5454 1.5442 1,5443 1,5441
1.5905 1.5475| 1.5454 1.5443 1,5444 1,5442
1.5905 1.5475| 1.5454 1.5444 1,5454 1,5443
1.5905 1.5475| 1.5454 1.5454 1,5453 1,5451
1.5905 1.5475| 1.5454 1.5453 1,5448 1,5450
1.5905 1.5475| 1.5454 1.5448 1,5457 1,5446
1.5905 1.5475| 1.5469 1.5457 1,5467 1,5455
1.5905 1.5475| 1.5469 1.5467 1,5463 1,5463
1.5905 1.5475| 1.5469 1.5463 1,5459 1,5460
1.5905 1.5475| 1.5469 1.5459 1,5464 1,5457
1.5905 1.5475| 1.5469 1.5464 1,5469 1,5461
1.5905 1.5475| 1.5469 1.5469 1,5461 1,5465

5.7.2 Auto-prediction in MATLAB

According to the theory, auto-prediction shouldegiworse results than multiple predic-
tions with one step. However, the great advantddbi® technique is that we can forecast
more than one period ahead and thus better seemilhappen on the market few steps in
the future. In order to keep the same conditionsjlll use the same data set of MAX,

shifted for one step between input data and tatgtt. Then the first predicted output from
the finished network will be used as a new inpud aa on. Again nftool and nntool are
utilized. The input matrix will contain 2 column$ 8173 data and target the MAX shifted
by one period ahead. The second column in inputbeilorder number of MAX instead of

time (that means nonnegative integer numbers fraan31L73 ).

The second auto-prediction test will use 2 inpothi¢lp improve the results. The MAX
and the time in number format, because the timeh&nging constantly and it does not
need to be predicted. The problem is that timeumiper format with 10 minutes period
has only 24*6=144 values in a single day. Then Estarts new data round from 0
(00:00:01) to 1 (both rounded). So as input | wik time from 00:00:01 till 19:00:01 and
then we can predict 30 values till midnight of treding day.
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Fig. 46. Input data set for thé'huto-prediction test
Results
a samples MSE R
W Training: 2221 5.72814-7 9,997 14e-1
W validation: 476 6.47681e-7 9,99657e-1
W Testing: 476 5,77310e-7 9,99704e-1
Fig. 47. Results of network estimation®-alto-prediction
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—&— AUTO-PREDICTED MAX
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Fig. 48. Auto-prediction in chart
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The Figure 48 proves that that the network perfarmet very well. Maybe it was over
fitted, which means that too long time series wesed for modelling. Let's try auto-
predictive model with shorter training and validatiset (115 values). The results are sur-
prisingly not good, although correlations R arehhand MSE is low. Auto-prediction is

surely not acceptable method.
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1,502 1 R
1,59 1 ”ony "
** * N
1,588 - A SR
* “’
1,586 - o .
- & 4 o o
B 1581 | * ‘N N W » 4 * .
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1,58 1 .
1,578 1 L
.
1,576 1
Q\’
1574 1 0 @
1572 : : : : : : : : ‘
0,00 0,10 0,20 0,30 0,40 0,50 0,60 0,70 0,80 0,90

Time [numeric format]

Fig. 49. Input data set for the 2nd auto-predictiest

Results

& Samples E] MSE E] R
a Trainind: a1 3.91935e-7 9.91326&-1
@ Yalidakion: 17 3.54247e-7 9,89220e-1
W Testing: 17 4,34216e-7 9,92568:-1

Fig. 50. Results of network estimation™ 2auto-prediction
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1,576 -

1,574 T T T T
0,78 0,83 0,88 0,93 0,98
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Fig. 51. Auto-prediction in chart — second sample
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5.8 ANN in Mathematica 5.2

Founded by Stephen Wolfram in 1987, Wolfram Rese&wne of the world's most re-
spected software companies. Their product Matheaadsi the powerful global computa-
tion system. Neural Networks is a Mathematica pgekdesigned to train, visualize, and

validate neural network models. [41]

5.8.1 Linear ANN — 10 minutes prediction

The original example of linear neural network potidn comes from [41]. | used my own
data and increased the number of time base peligt=sar ANN means that NN does not
have hidden layer, it includes only 4 input neurand 1 output neuron. In the first exam-

ple | mention also source code of the NN creatigedun command line of the program.

Data for 10 minutes prediction were imported to éxand with its function
CONCATENATE the set of 7257 vectors in one columasvput together. The one vector

contains five values and the numbers are volumen,ogdose, min and predicted MAX.
{75,1.5779,1.579,1.5778,1.579} (18)

The big vector was copied to common text file. Aib@ening a new notebook in Mathe-

matica we will use the following commands:

8 In[1]:= <= HewralHetworks"
& In[2]:= <= Linearflgebra MatrixManipulation®
10

In[3:= <= mathlimin.txt;

At first the packages NeuralNetworks and Linearebligh are started and the file with vec-

tor is imported to the programs memory.

11

In[4]:= Dimensions [yeurusd]
Out[4]= {7257, 5}

The command Dimensions has the size of the vestatsaoutput. It is 7257 rows and 5

columns.
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12 Infi:= ListPlot [Flatten[TakeColumns[yeurusd, {51111
1.55 Ib M M

1.58 ,i! .JI ’ﬂﬁ

1.53 I w

1.52 IIU

1000 zooo) 2000 @000 5000 S000 7000

1. azM

1.46 H’d

Out[f]= = Graphics =

ListPlot plots the imported data; in this casesithe fifth column — MAX. The “x” axis is
the day number.
13 In[G]:= w = TakeColumns [yeurusd, {1, 4}];

In[f1= ¥ = TakeColunns [yeurusd, {3}]:

The above commands divide the columns into inpdtartput.

14 nE)= ue = u[ [Range [5412]111;
Infd]:=" ye = y[[Range [5442]]]:
n[10]:= u¥ = u[[Range [5443, 725711]:

n[11]:= yr = y[[Range [5443, 7251111:

The commands In[8] to In[11] divide the data intaining and validation sets.

15 npzp= {modell, fitrecord} = HeuralABRXFit[ue, ye, £{1}, {1, 1, 1, 1}, {1, 1, 1, 1}},
FeedForvardHet , {}, CriterionPlot — False]:

HeuralFit::L3
The model i= linear in the parameter=s. Only one training iteration i=s neces=ary
to reach the minimum. If no training iteration was performed, it is

because the f£it was completed during the inivialisartion of the networhk.

A linear model for the currency prediction is esited. The type of the network is feed

forward. The four parameters are estimated fortimpuables.
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Training Record |

Iteration BM3E I

0. 0.0005624

- -
| 100% « «| | ﬁ

Fig. 52. Root mean square error

After estimation the dialog with RMSE informatioppears. The first digit is on the fourth
place after comma. The RMSE characterizes the eatasf the model. The next code fi-

nally displays the linear parameters estimatiothefmodel.

16 n[i4)= model1[[1]1T[{¥¥[t - 11, wi[t - 1], u2[t - 1], u3[t - 1], uwd[t -1]}]

Out[i4= {-0.0012495 + 1. 828463107 ul[-1+ t] - 0.0434768 uz[-1 + t] +
0.90015u3[-1+t] —0.0434093 ud[-1 + £] +0.1878 vy [-1+ t]}

If we need more accurate numbers, pressing the Bateon displays the extended equa-
tion:
17 {-0.001249500748776262° + 1. 8284615123111118 * -Ful[-1+t] -

0.0434768425916287° w2[-1+t] +0.90015007337153477" w3[-1+t] -
0.0434093171679864536° ud[-1+t] + 0. 1877199527161389565° y¥[-1+t]}

The symbols ul to u4 stand for our inputs volunpen close and min. The term in brack-
ets stands for time, that is, one period back, edillvactual inputs and then get one step
prediction as output. The symbol yy stands for jmes output or real observation of
MAX. Of course, it is better to substitute it fazal observations; otherwise it would be

partial auto-prediction. The next two functionstemut information about network.

18 in[16]:= HetInformation[modell]

Dut[16]= NeuraldRX model with 4 input signals and 1 output signal.
The regressor is defined by: na = {1}, nb = {1, 1, 1, 1},
nk = {1, 1, 1, 1}. The mappihg from regressor Lo output is
defined by a FeedForward network created Z005-4-29 at 5:03.
The network has 5 inputs and 1 output. It has no hidden layer.

19 n[i7]= HHModelTInfo[modell]

Out[17]= NNModelInfo [NeuralARX[FeedForwardNet[{{fwll}, faccumilatedIterations — 0,
CreationDate — {2008, 4, 29, &, 3, 52.0156250},
Neuron — 3igmoid, FixedParameters — Hone,
OutputNonlinearity — None, MumberOfInputs — 5},
Fegressor—- {41y, #1,1, 1,1}, 11, 1,1,1}+']]
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20 In[15]:= HetComparePlot [ur, yvr, modell, PredictHorizon — 1, Showlange — {1, 30}]

Output =ignal: 1 BM3E: 0_0007:669G0
1.576 T T T

1574

1573

1.5z

1571

Out[15]= = Graphics -

The function above evaluates the one-step predictiovalidation data. The plot shows
the predicted rate (dotted line) together wiitie true rate. The RMSE of the prediction

is also given, and we can also use it as a meastine quality of the predictor.

5.8.2 Linear ANN — 1 hour prediction

The second prediction with Mathematica Neural Neksas for one hour prediction step.

Training data are again shown by function Listplot.

21 Inz1]:= ListPlot[Flatten[TakeColunns [yeurusd, {53]11]

/),h'
ol N,ww

s

000 Eo00 2000 4000 000 g000 7000

Out[z1]= = Graphics -

Training Record k|
Iteration FEMSE i ;I

0o. 0.0008169 _I

Close 2 -

| 100% ~ 4| | ~

Fig. 53. RMSE — hour data training
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22 n[z9)= model2[[1110{¥¥[t - 11, wi[t - 1], u2[t - 1], u3[t - 1], ud[t -1]}]

Outel= {-0.00118609 + 8.4222 % 107 ul[-1+ t] - 0.0410585u2[-1 + t] +
0.923876u3[-1 + t] -0.0218706 ud[-1+ £] +0.140291 yy[-1+ t]}

The meanings of symbols in the above equationteesame as in equation for model 1,
only parameters are different. When we comparé (redel 1) and second (model 2)
equations, we can specify what inputs have theetrgffect on output. Surely, the greater
the parameter is, the bigger the effect on outpig.the input u3 with approximately 0,90
and more effect on the output. U3 stand here foseclprice of EUR/USD. The smallest
effect is from the volume ul, it is almost zerot@Gl@mparePlot function compares 30 pre-

dicted values with real values from validation $&tdicted is dotted line.

23 In(z0]:= HetComparePlot [uvr, yv, model?, PredictHorizon —+ 1,
ShovBange — {1, 30}]

Output =ignal: 1 BM3E: 0._00030473:2

1.474 |

Loavef -

136§ |

] 10 15 Zn Z5 20

Out[20]= = Graphicz -

5.8.3 Linear ANN — 1 day prediction

Everything what was mention about model 1 and m@2dslapplied also for daily data pre-

diction in model 3. A new piece of finding is tHRMSE increases with longer period.

Training Record E|
Iteration BM3E I ;I

0. 0.004722 2]

Close = =

Fig. 54. RMSE — daily data training



TBU in Zlin, Faculty of Management and Economics 71

24 In[z6]:= ListPlot [Flatten[TakeColumns [yeurusd, {53]11]
1.6 fl
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25 inf44]:= modelI[[1]10{y¥ [t - 1], wift - 1], w2[t - 1], w3t - 1], wi[t -1]}]

Outf44)= {0.0111871- 7.35079= 10" ul[-1+t] - 0. 0226932 u2[-1+t] +
0.864874u3[-1 + £] +0.143984ud[-1 + £] +0.0103468 vy [-1 + £] }

26 In[45]:= HetComparePlot [uvr, yvr, model 3, PredictHorizon — 1,
ShovBange — {1, 30}]

futput =ignal: 1 BMEE: 0_0032d714:2

1. EZ75 F

1265}

1. 255 |

3 1a 15 z0 z5 20
Out[d5]= = Graphics -

The validation of one day data was performed quék especially in linear parts.

All three models will be evaluated as exampleshim piroject part of the thesis. The linear
NN surprised me with simplicity and effectivenesditting. No hidden neurons were

needed. However, NeuralARXFit function used foreftbrd of model enables to enter the
number of neurons in hidden layer, after the seceidfeedForwardNet, in to the empty
brackets. | tested several numbers of hidden nsuranthe results of fitting and prediction

were similar to the network without hidden neurayet.
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5.9 Statistica Neural Networks

Statistica Neural Networks is a tool for solvinglplems from various areas. | will use it
for automatic network creation with Intelligent Blem Solver. The menu for ANN is
surely rich in items and it would take maybe onadred lists of paper to demonstrate

what is possible to do with it.

STATISTIEA Meural MNetworks (SMN): Spreadsheetl il
Selected inputs/outputs Y ariable types
Dependent;  Warl 4ard Continuous; ALL
|ndependent; ¥arh Categonzal: none
Subzek: [ 1=3

Quick.  Adwvanced Netwnrkstnseml:nlesl

i Select analysis: Ok
@ Yariable types | HELE

@ Input-Output varisbles | Inteligent Problem S olver Cancel |
- 8t Customn Metwork D esigner

— E Optiohs = |
i Create Mew Enzemble

Specify the zubzet vaniable codes: =

= rai I []# Fur Exsizting Moded
[T | Selection: I E[] Feature Selection

Code Generatar

™ Tiest: I

2254 Retrain Metwork:
I lgnore: I M etwork, Set Editor
Train: Uzed for training Model Editor

Selection: For estimating selection emor

Test: For ranking attemative models Creates and tests neural networks for

data analy=i= and predictions.
design= 3 number of networks to
zalwe the problem.

Igniore: Cases will be excluded from the
aboe.

[ Izsue message if missing cases are found IE? Open Data
W taimurn data size, in MEB: |30 B
| w1 | & ul

Fig. 55. Start up dialog box of Statistica NN

The set of 3173 data vectors was copied into Statispreadsheet. It is easy to process
data like in Microsoft Excel. The five columns wer@lume, open, close, min and MAX.
Then Statistics — Neural Networks dialog box istethfrom the menu (Figure 55). We set
the variables types as continuous and Varl to Marputs and Var5 as output. After OK
click another settings are available. The most irgm is how Intelligent Problem Solver
will search for the best network type accordingl&ta provided in Statistica spreadsheet.
Automatically many networks are used on data aaditte with smallest error are the win-

ners. Optimization of network structure (type ofwark, number of layers, and number of
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neurons in layers) can be performed with specifylmgtime in hours and minutes or by
setting the number of networks to be tested on @agaire 56). For this example | used ten
minutes optimization, it is possible to test fovesal hours. This is a small disadvantage of

NN that sometimes they are time consuming.

Optirization time Specify how long the Cancel |
' : I analysis should take.
et liegizg |11 = You can give either the E Option: - |

2 . [ [ ] time allowed, or the
" Hours/minutes II:I I-I 0 [*] | number of networks to

neciru 1

el
| Frofile | Train Perf. | Select Perf. | T ezt Perf. | Train Ermar | Selec:l
3 MLP 2 2-5-1:1 0022737 0026200 0021836 0005754 0.00&

10 REF 4:4-40-11 0023677 0027065 0.023054 0.7527EE 0.851
1 REF 4:4-40-1:1 0.023555 0.027053 00235595 0750293 0.851
12 REF 4:4-40-11 0.023030 0.026483 0022741 0734102 0.832
13 REF 4:4-46-1:1 0023182 0026223 0022456 0737047 0325
14 REBF 4:4-45-11 0022662 0026050 0022163 0.720496 0.8
15 MLP 2:2-4-11 0022845 0026033 0021774 0005783 0.00

1| |

|Inte||igent Problem Salver

00:05:53 L]

Finizh | Cancel |

4

Fig. 56. Intelligent Problem Solver in action

Optimization by setting number of networks to bete¢d to 10 lasted only several seconds.

Here it is important to emphasize that the bestpmdar hardware is favourable.

| | e | Prafile | Train Perf. | Select Perf. | Test Perf. | Train Error | Select Errar
1 REF 4:4-451:1 0022662  0.026030 0022163 0720436 0.821341
2 MLF 2:2-3-1:1 0024226 0027023 0022785 0008131 0006770
3 MLP 2:2-4-11 0022843 0026033 QO1774 0005722 0008522
4
A

Linear 22-1:1 0022631 0025583 0021704 0005723 0006511
Linear 3:3-1:1 0022619 0025570 0021675 00057256 0006506

Fig. 57. Five best network types in Statistica NN

The five best network types according to Intelligéroblem Solver are suitable for further
examination. We can visualize correlations, obsktiaed predicted data, retrain networks
and many more. The descriptive statistics, seritgitanalysis, residuals and various plots
are available. User defined case is very impotfianprediction. Here the user will put his
observed 4 input variables and then Predictionobuttill show prediction by five best
networks (Figure 59). Thus the prediction is nafqrened only by one network. It is ideal

if we do not trust one neural network very well amelcan consider neural networks as real
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experts in data prediction by using Delphi methdccording to this method, the best pre-
diction would be democratically the majority opiniof five networks. This is the connec-

tion with thinking about NN as artificial intelligee elements.

1,60

1,58

156 - — PREDICTED
—— MAX
1,54 -

EUR/USD

1,52

1,50

1,48

1,46 -

1,44 T T T T T T 1

0 500 1000 1500 2000 2500 3000 3500
Time [10 min]

Fig. 58. Training data fitting of one multilayer tmeork

The above figure shows the training results of ondtilayer network on the data. Practi-
cally the two lines seem to be identical, but taey not. Only the difference or error is so
small. For example, the value of the 18@@ta is 1,5185 for real MAX historical observa-

tions and 1,5181 for predictor after training.

User Defined Case Prediction, (1-5 ) (Spreadsheet]
|| varsa | Vas2 | Va3 | Varhd | Wabh

1 |1,4?D882_1,4?EDE? 1471432 1 471000 1 470987
2| 1470882 1,476087 1471432 1,471000 1,470957
3| 1,470652 1476087 1471432 1471000 1 470957

Fig. 59. Prediction by five best networks

Intelligent Problem Solver also shows that NN leliom data. The predefined types of
networks and their structure can save our timddsting and searching for the best types.
The cue is that we can not use one type of NN usaly for all currency exchange pairs.
Also the time sampling of data and the period gaheneed to be considered. The type
which works today does not have to function tometrrdhe models must be estimated

regularly and properly, according to what datasaslable.
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5.10NeuroSolutions 5 and TradingSolutions 4

Matlab Neural Network Toolbox, Mathematica Neuragtihorks and Statistica Neural
Networks are packages of their respective softyéatform. The producers of these plat-
forms do not entirely specialize only in these @aygs, but also in many various technical,
engineering and statistical applications. The adedrsoftware is the one from a producer
investing all his financial and human capital inveleping specialized software for NN
modelling. Such a company is for example NeuroDsim@mand their product line Neuro-

Solutions and TradingSolutions, available at <hitpvw.nd.com/>.

Product line NeuroSolutions 5 is divided into produNeuroSolutions, NeuroSolutions for
Excel and NeuroSolutions for MATLAB. The first ise base and the two others are plug-
ins. NeuroSolutions offers for example networkrtinag with genetic algorithms (Figure
60). Genetic algorithms are the second basic eleofeartificial intelligence. The results

from NeuroSolutions for Excel are similar to that&ttica and Mathematica results.

5|
Stop Training Fause Training

Estimated Time Remaining: oo:01:18
Epoch Mumber: 0 of 1000
I
Chromosome Mumber; 15 aof 50
HNRNENND
Generation Nurmber: 45 of 100
ERERRERNENEER

Fig. 60. Training with genetic algorithms

On the other hand, TradingSolutions combines teethainalysis with artificial intelligence

technologies using neural networks and geneticrigthgos to learn patterns from historical
data and optimize system parameters. This tradifigvare works with stocks, futures,
currencies (FOREX) and many other financial inseats. It can also build systems for
U.S. and international markets. | downloaded demrsion but | could not evaluate it be-
cause it serves as a demonstration copy of itsilpliisss. The demo claims that there is

the possibility to predict patterns known from teiclal analysis.
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6 PROJECT ON IMPLEMENTATION OF PREDICTION METHODS

6.1 Trading Signals

If we decide for any method suitable for tradirigg thing that the firm trading on the forex
market is interested in are trading signals oritig@@pportunities. According to developed
models | chose three cases made by Mathematicarendhade by WinQSB. All of them
were computed in Excel from the equations derivetth whe help of software. Models

made with other software would be more time consgn(é.g. Matlab).

1,577 -

—e— MAX
—=— PREDICTED MAX

1,576 -

1,575 -

1,574

1,573 -

1,572

Exchange rate EUR/USD

1,571 A

1,57
0

8

12

Time [10 min]

16

20

24 26

Fig. 61. Mathematica NN - 10 minutes model préaict

28 30

Tab. 5. Mathematica - 10 minutes trading signaleég: sell USD, red: buy USD)

Time [10 min] |Volume| Open Close Min Max Predicted | Difference
1 2806 1,5668 1,5701 1,5663 1,5703
2 3167 1,5698 1,5695 1,5684 1,5713 1,5714 -0,0001
3 3127 1,5692 1,5705 1,5685 1,572 1,5709 0,0011
4 3028 1,5705 1,5712 1,5703 1,5732 1,5719 0,0013
5 2756 1,5713 1,5715 1,5702 1,5734 1,5726 0,0008
6 2428 1,5718 1,5714 | 1,5709 1,5729 1,5728 0,0001
7 3001 1,5714 | 1,5706 1,5701 1,5728 1,5726 0,0002
8 2339 1,5706 1,5713 1,5701 1,5723 1,5720 0,0003
9 2190 1,5714 | 1,5709 1,5697 1,5715 1,5724 -0,0009
10 1736 1,5709 1,5724 | 1,5704 1,5729 1,5719 0,0010
11 2954 1,5726 1,574 1,572 1,5748 1,5734 0,0014
12 2365 1,574 1,5731 1,5753 -0,0007
13 2145 1,5729 15734 | 1,5726 1,5743 0,0001
14 1992 1,5732 1,5736 1,5726 1,574 1,5744 -0,0004
15 1649 1,5738 15734 | 1,5728 1,5739 1,5745 -0,0006
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The invested amount of USD is 100 000. Profit frbrat operation would be maximally
200 USD. It depends on volatility and only GARCH debcan show us how volatile the

market will be in next periods.

1,476 -

1,474

1,472 4

1,477 —e—MAX

—=— PREDICTED MAX

Exchange rate EUR/USD

1,468 -

1,466 T T T T T T T T T T T T T T 1
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Time [1 hour]

Fig. 62. Mathematica NN — 1 hour model prediction

Tab. 6. Mathematica — 1 hour trading signals (gresell USD, red: buy USD)

Time [1 hour] Volume  Open Close Min Max Predicted Difference
11 2215 14724 14728 1,4719 1,4733 1,4735 -0,0002
12 2732 14726 14721 1,4718 1,4731 1,4737 -0,0006
13 2687 1,472 14725 14718 11,4729 1,4731 -0,0002
14 9667 1,4726 1,472 14714  1,4752 1,4735 0,0017
15 8259 14719 14709 1,4698 1,4725 1,4739 -0,0014
16 7123 14709 14711 1,4705 1,4726 1,4724 0,0002
17 8947 1,471 1,469 1,4682 1,4714 1,4726 -0,0012
18 8121 1,4692 14673 1,4659 1,4694 1,4707 -0,0013
19 7692 14672 14661 1,4652 1,4675 1,4689 -0,0014
20 6911 1,4659 1,4687  1,4657 1,469 1,4675 0,0015
21 7618 1,4686 1,4704 1,4679 1,4715 1,4701 0,0014
22 7526 1,4703  1,4691 1,4720 -0,0001
23 5966 1,469 1,4702 1,4689 1,4706 -0,0001
24 5184 1,47 14699 14686 1,4709 1,4715 -0,0006
25 3813 1,4698 1,4705 1,4694 1,471 1,4711 -0,0001

Profit from the operation based on hour's predictad MAX would be maximally 300

USD. Of course, it depends on concrete time sefias.is only application example.
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1,285 -

—e— MAX
—=— PREDICTED MAX

1,28

1,275 A
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Fig. 63. Mathematica NN — 1 day model prediction

Tab. 7. Mathematica — 1 day trading signals (greszit USD, red: buy USD)

Time[lday] Volume Open Close Min Max Predicted Difference
16 73208 1,2538 1,2541  1,2497  1,2559 1,2594 -0,0035
17 72972 1,2541  1,2626 1,253 1,2643 1,2598 0,0045
18 74228 1,2626  1,2614  1,2595  1,2642 1,2677 -0,0035
19 86611 1,2614 1,2545 1,2531  1,2623 1,2674 -0,0051
20 77620 1,2546  1,2557 1,2521  1,2578 1,2604 -0,0026
21 83885 1,2551 1,2614  1,2551  1,2623 1,2615 0,0008
22 87866 1,2614 1,2689 1,2607 1,2703 1,2668 0,0035
23 88992 1,2688 1,2736  1,2659  1,2753 1,2740 0,0013
24 86191 1,2736  1,2714 1,2695 1,2738 1,2787 -0,0049
25 81180 1,2715 1,2764  1,2677  1,2783 1,2772 0,0011
26 80101 1,2763 1,2752  1,2736  1,2799 1,2814 -0,0015
27 87390 1,2753  1,2777  1,2733  1,2787 1,2811 -0,0024
28 77388 1,2773  1,2717 1,2832 -0,0043
29 77607 1,2716  1,2723  1,2686 1,2736 -0,0037
30 88183 1,2726  1,2778  1,2719 1,282 1,2780 0,0040

@ Enter Long »= 0.50
@ Exit Short == 0.20
Hold, Increase = 0.00
E Hold = 0.00

Hold, Decreaze < 0.00
@ Exit Long == -0.20

E Enter Short <= -0.50
Fig. 64. Trading

Solutions signals
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Trading signals symbols from TradingSolutions @&t in Figure 64. It is convenient to
trade when neural networks are behind the recomatiemd. The Figure 65 pictures the
prediction based on linear multiple regression maie WinQSB. Trading signals projec-

tion would be similar to previous cases.

1,5880 ~
1,5860 -
1,5840 +

1,5820 -

EUR/USD

1,5800 + —o— MAX

1,5780 | —=— WinQSB prediction (5 factor linear regression)

1,5760 ‘

16:33:36 17:45:36 18:57:36 20:09:36 21:21:36 22:33:36
Time [10 minutes]

Fig. 65. WinQSB multiple regression — 10 minutesdption

6.2 Appropriate Methods

| am nonprofessional, but | practically tried tgure out several advanced methods of eco-
nomic analyses for prediction of exchange ratesmFmy point of view, neural networks
performed best and | see the future in algorithinsiding, which means the use of artificial
intelligence and computers to beat the market.veh@ad somewhere that about 18 000
price movements are made every trading day onaditex fmarket. No human is able to ab-
sorb complete information about factors and vaeslbhat affect the market. Only complex

systems of artificial intelligence are able to mes thousands of real time data properly.

The second appropriate method is according to miyiap ARIMA, because it is quite
accurate for short time prediction and its bouretain figures are great. Then multiply

linear regression seems also very hopefully.

| would not recommend using GARCH (too complicataddl linear regression in Excel.
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6.3 Recommended Software

Small firm like Intense Capital, LLC can not affoi@ buy expensive software. However,
there are also some applications that are frednafge. For example, WinQSB, which is

the first software | would recommend. The firm abtg owns Microsoft Office Excel for

data processing.

Tab. 8. Own rating of software: 10 - best, 1- worst

Software Price Rating
Microsoft Office 2007 400 USD 3
GARCH Toolbox (+ Optimization and Statistical Took) 5600 USD 5
WinQSB Forecasting and Linear Regression 2.0 free 6
NeuroSolutions for MATLAB 795 USD 7
Mathematica 5.2 3600 USD

Matlab 3 500 USD

Neural Network Toolbox (MATLAB) 1900 USD
NeuroSolutions 5 level Consultants 1295 U$D
NeuroSolutions for Excel (requires NeuroSolutions) 295 USD 8
TradingSolutions End-of-Day 995 USO 8
Statistica 7 1500 USD 9
TradingSolutions Real-Time 1995 USD

The problem is how to obtain commercial softwarsudlly a demo version is available
free of charge. Some functions are not accesgiblieimos. The trial versions, limited only
in time, are a good way how to try software. Opeumrse programs are alternative to com-

mercial.

The criterion of no or low cost is not the only gne&pose of software evaluation. The ac-
curacy of results and the simplicity in data preoeg are main points. Therefore | made
Table 8 which is the chart of preferred softwadkeal would be TradingSolutions Real
Time, but it is expensive and too complicated ftweginner. The trader from Intense Capi-
tal will need several weeks to understand the guestof prediction by using neural net-
work. So finally the order of usable software wogll from WIinQSB (free of charge) to

Matlab Neural Network Toolbox (free demo) throudiatiStica NN (demo) to some plat-

form that supports NN in real action (purchased).
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CONCLUSION

Aim of this master thesis was to explore the pols#is of using advanced methods of
economic analyses for prediction of exchange rates small firm. Available software
commonly used for statistic and econometric prezhst was utilized together with a new

approach in neural network forecasting.

| am satisfied that | gained a lot of practical Wwhedge about predictions and limits of
modern technologies. However, limits are also invknow of traders who would like to

make money with advanced techniques.

The thesis provides only basic review of possiliteuales towards prediction. | estimate
that this was only a top of famous iceberg in watdrich means, about 80% of disposable
knowledge is still hidden in thick books, contempgrscientific articles and the newest
versions of software that still needs to be dewedoafter this moment when | am writing

these lines.

The practical contribution of my thesis will be sesdter first dollars earned by neural net-
works in Intense Capital, LLC. The owner of the gamy currently tries to develop his
own models with my little help, because his knowleaf practical trading is surely better

than mine.

| would also recommend employing one more staisstim the firm who is able to provide
the trader with appropriate models. According toapinion, the financial modelling is as
demanding and challenging as practical tradingifinde person should develop a model
in ten minutes and then trade under psychical presg could not be good and healthy for
him. The concentration and unflagging patiencenaagor personal qualities of successful

trader and also the user of neural networks aner @tthvanced scientific techniques.
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